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Abstract 

Breast cancer is one of the leading causes of cancer death in women all over the world. The emergence of digital imaging and 

computational aids in medicine has improved the diagnostic accuracy of breast cancer and reduced the workload of 

pathologists. Convolutional Neural Networks (CNNs) have recently emerged as a favored deep learning technique for breast 

cancer detection and classification. 

This paper presents a comparison of various deep convolutional neural networks (CNN), EfficientNet architectures (B1-B7), 

VGG19, ResNet50, DenseNet169, and InceptionV3 architectures for the classification of histopathology images of breast 

cancer. All architectures are tested on a publicly accessible histopathology image dataset. To minimize overfitting, data 

augmentation techniques are also used during training CNN models. According to the findings of the investigation, the 

EfficientNet-B6 model had a validation accuracy of 96.9% and a validation loss of 0.0898 in comparison to other tested 

models. 
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1. Introduction 

Breast cancer is the most prevalent tumor and a common cause of death in women in India as well as all over the world.  [1-

2]. Published report GLOBOCAN2020 showed that female breast cancer has surpassed lung cancer with 2.3 million new 

cases (11.7 %) worldwide [2]. The number of cancer cases [3] in India is estimated to be 15.7 lakh by 2025. National Cancer 

Registry Program Report [4] also estimated that women's breast cancer is going to contribute 14.8 % of overall cancer cases 

by the year 2025. Breast cancer has a significant impact not only on a woman's physical health, but also on her mental and 

emotional well-being. As a result, it is important to address it. 

 

To diagnose breast cancer surgical biopsy techniques are commonly used in pathologies [5]. To diagnose and investigate the 

malignancy in the tissues from the biopsy histopathology examination under a microscope is done by a pathologist. The 

degree of experience of the pathologists engaged in the analysis may have an impact on the results [5]. The detection of 

breast cancer at early-stage can reduce the mortality rate due to the disease [6-7]. Therefore it is the need of time to find an 

efficient, accurate method to diagnose malignancies in breast at early stages with minimum human intervention.  

Traditional machine learning algorithms [8-9] worked   using hand-crafted features or filters (Fig. 1) designed by a 

domain expert. Deep learning models have recently achieved significant advances in computer vision, particularly in medical 

image processing, because of their ability to learn complex tasks autonomously. Deep learning algorithms can assist doctors 

and specialists by providing a second opinion [12]. 

 

 
Fig. 1:Hand-crafted feature extractor(s) with traditional Machine Learning algorithm as classifier   
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Fig. 2: Using deep learning algorithm as feature extractor network combined with traditional Machine Learning algorithm as classifier 

 

Deep Learning algorithms such as CNN extracts complex information or hidden features from images, and then uses 

some classifier network (Fig. 2.) for classification. Therefore CNN can be used for feature extraction [10] also.   By adding a 

series of convolutional, pooling layer a fully connected and classification layers (Fig. 3) CNN can also be used for classifying 

the images.  

The main goal of the paper is to compare the performance of EfficientNet architectures (B1-B7), the performance of state 

of art VGG19, ResNet50, DenseNet169, and InceptionV3 are also compared  for the classification of breast histopathology 

images. The contribution of the research is to confirm the better performance of EfficeintNet architecture(B1-B7) over other 

state of art in terms of fast speed of computation in spite of larger number of parameters with Histopathology Cancer 

Detection Data set for malignancy classification since these architectures were previously used in literature  with different 

data sets for similar task. The paper is divided into four sections. Section 2 presents the previous work. The applied methods 

and techniques are explained in section 3. The results of the experiments are presented and discussed in Section 4. Section 5 

explains the conclusion and future scope of the work. 

2. Previous Work 

 In both rural and urban India, breast cancer is growing more frequent [2].  It is reported that in India, one woman dies 

from breast cancer for every two newly diagnosed women [5]. The chances of mortality from cancer are reduced if it is 

detected early [11],[1],[12]. A survey of the literature revealed that numerous attempts have been made to identify breast 

cancer using histological images [1], [8],[10] and computer-aided diagnostic techniques yield astonishing results[13]. 

Traditional machine algorithms [14], [15],[16] were used to analyze  the data using  feature extraction techniques and 

required human intervention to label the training data [17]. Deep learning algorithms on the other hand directly apply raw 

images and required less expert knowledge and effort to select many important features [11]. Deep learning methods work on 

the concept of revealing   hidden patterns in the images and then using them in classifying into various classes [12]. The 

diagnostic capabilities of deep learning algorithms are competing the levels of human expertise [18]. The previous work of 

various researches using CNN architectures for breast cancer detection from histopathologic images are summarized in table I  

2.1 CNN with Transfer Learning 

InceptionV4 architecture and Residual connection were applied on the ICIAR-2018 dataset for Breast cancer 

classification histopathology images [8]. Transfer learning was applied to avoid training of the model from scratch. with a 

softmax activation function . The authors compared the accuracy of simple CNN, InceptionV4, and InceptionV4 with 

augmentation for patch-wise classification on training as well as on testing for the whole image classification and individual 

classes classification. To classify histopathology into Carcinoma and non-carcinoma, the model achieved an accuracy of 

93.7%. DenseNet as a basic building block, Squeeze-and excitation (SENet) [19] as classification subnetwork was integrated 

for Breast Cancer classification with the Breast Cancer Histopathological (BreakHis) data set.Different combination of 

DenseNet, SENet, and classification subnetwork for PRR(Patient RecognitionRate) and IRR(Image Recognition Rate) of 

different maginification factors were compared  . 

One major challenge in the classification of the histopathologic images is the variation of color and artifact due to the 

background of the image. So removing background from the image can also improve the accuracy of the model. The 

authors[20] emphasized the removal of background from histopathology images to extract tissue regions using U-Net. The 

performance of the four computer vision models were compared. EfficientNetB3, ResNet-50, and DenseNet-121 were used   

to predict lymph node metastasis in breast cancer[21] with Rectified Patch Camelyon (RPCam) data set. The best 

performance was observed with EfficientNet-B3 which gave 97.3 % of test accuracy.EfficientNet architectures were used to 

classify breast cancer histology images provided by ICIAR2018 dataset [1]. EfficientNet-B0 to EfficientNet-B6 were trained 

using transfer learning and evaluated to classify images into four classes: normal, benign, in situ carcinoma,  

 
Fig.3: Using CNN as feature extractor and classifier  
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and invasive carcinoma. Reinhard and Macenko standard stain normalization techniques with EfficientNet architectures, 

were compared. The best performance was observed with EfficientNet-B2 which produced an accuracy of 98.33% using 

Reinhard stain normalization and 96.67% using Macenko stain normalization.  The activation function used in various layers 

of CNN and optimizer also play important role in the classification problem[22].  97.94% accuracy was achieved using 

Rectified Adam as optimizer and Mish as activation function with EfficientNet-B6 for binary classification.with  Patch-

Camelyon(PCam) dataset.  

 
Table I:Summary of previous researches for Breast cancer classification with transfer learning 
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[8] InceptionV4 ICIAR-2018 Binary Accuracy :93.7% 

[19] DenseNet 121with SENet BeakHis Binary PRR:89.5, IRR:89.1 

[20] MobileNet And EfficientNet-B3 TCGA Sementation Sensitivity: 99% 

[21] EfficientNet-B3 RPCam Binary Accuracy: 97.9% 

[22] EfficientNet-B6 RPCam Binary Accuracy: 97.94% 

[1] EfficientNet-B2  ICIAR-2018 Multi classs Accuracy: 98.33% 

 

2.2 Data Augmentation  

The generalizability of the model is the difference between the performance of a model with training data (seen data) and 

test data (unseen data). A model can be made general by reducing overfitting. Overfitting can be reduced by applying drop-

out layers, batch normalization, and L1/L2 regularization techniques[23]. Data augmentation[24] is the technique to increase 

the amount of data from existing data by applying some transformation keeping the labels preserved before training models . 

By augmentation diversity in data can also be increased. Diversity in data improves the performance of the models by 

reducing the overfitting issue. In the medical imaging domain, it is challenging to get a huge amount of labeled data. So data 

augmentation helps to increase the size of the data set. But it is also important to consider the safety of augmentation that 

preserves the label after augmentation. Some data augmentation techniques are as given as follows: 

 

2.2.1 Geometric Transformation. These techniques are based on basic image manipulators like flip 

horizontally/vertically, affine(scaling, rotation, shear)[25] 

 

2.2.2 Color Space Transformations. Images can be augmented by applying various blurring techniques. So changing the 

brightness of images can also increase the size of the data set. [26] 

2.2.3 Noise Injections.  lData can be augmented by introducing noise to the training data. There are various types of noise 

like additive noise, multiplicative noise, salt and pepper noise, and passion noise [27] 

 

2.2.4 Advanced Data Augmentation. Data can also be augmented by adversarial training. In adversarial training, one 

model is used to classify the images and the other model adds noise to them. They both try to fool each other. Mixing the 

images generated through adversarial training in training dataset can also make models to learn more variety of features [28]. 

3.  Methods and Techniques 

. Fig. 4 depicts the workflow of the experiment. The dataset was split into training and validation subsets named as 

‗Train‘, ‗Val‘ respectively. The splitting of dataset was done with an 80:20 ratio. A customized image Data generator is used 

to apply the data augmentation to increase the size of the training dataset so that semantic information of the image would not 

be lost at the time of training the pre-trained model. The Val subset is also used to validate the model during training. After 

20 epochs during the training phase, the Val subset is again supplied as input to the trained models, and the accuracy, 

precision, recall, and F-1 score of each model was computed. 
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Fig.4. Work Flow of the approach 

3.1 Data Set 

 Histopathology Cancer Detection dataset is available on Kaggle used for the presented study[29]. This dataset is a subset of 

the Patch-Camelyon  [17] dataset. It consists of 400 H&E whole slide images of the sentinel lymph node section. These 

images were acquired and digitized at two centers using a 40x objective. There is a total of 220,025 images of benign and 

malignant(cancerous) classes. Fig.5. shows the distribution of both the classes in the dataset.It is showed that the data set 

consists   89117 cancerous and 130908 non-cancerous images .The images are in RGB and tiff format, with the size of 96x96 

pixels. A cancerous image indicates that the patch contains at least one pixel from cancer tissue. For this binary classification 

problem the cancerous image is labelled with ‗1‘ and non-cancerous image is labelled with ‗0‘. Fig.6. depicts any random 

four labelled sample images from both classes of the data set. 

 

Fig.5. Distribution of images   

 

Fig.6. Sample tissue patterns shown in  images of each class. [ 0:Benign, 1:Malignant] 

3.2 Data augmentation 

 Data augmentation technique is applied through various augmenters available in imaug library[30].Flipping, scaling, rotation 

,shearing and blurring  are applied through various augmenters [31]  from the library. Augmentation is applied only during 

training the model dynamically. So there is no need for additional storage. 



Comparative Analysis of CNN Architectures for Classification of Breast Histopathological Images 

   
Eur. Chem. Bull. 2023, 12( Issue 8),4696-4705                                                                                                                                                    4700 

3.3 EfficientNet  Architectures 

 The family of EfficientNet CNN architectures consisting of eight architectures(B0-B7). These architectures work on the 

concept of compound scaling to increase the performance of pre-trained CNN models. Fig.7. depicts the difference between 

compound scaling and conventional scaling(in only unidirectional dimension for example width, depth, and resolution). A 

compound coefficient is used for scaling the network. Equation(1) represents the way of scaling the depth, width, and 

resolution with respect to   [32]  

 , 

 , 

                                       ,                               (1) 

                                          ,                            (2) 

, 

 

, ,  interpret the resources‘ usage  to the network  in three dimensions respectively. Swish activation function were used 

in. Equation (2) define swish function. The EfficientNet architectures B1,B2,B3,B4,B5,B6,B7 as well as other CNN 

architectures like VGG19,ResNet50,DenseNet169 and Inception V3 are also used in this study. 

 

Fig.7. Demonstration of scaling network(a) baseline model(b) Width wise scaling (c) depth wise scaling  (d) resolution scaling (e) compound scaling                                               

3.4 Experimental Setting 

 Fig.4 shows the setup of experiment. The models are implemented as a backend on Keras and TensorFlow framework using 

Python(3.7.10). Data augmentation technique is applied through various augmenters available in imaug library. EfficientNet 

models (B1-B7), VGG19, ResNet50, DenseNet169 and Inception V3 were imported using Keras library. Fine tuning of pre-

trained CNN models are shown in Fig. 8.  Adam optimizer with a learning rate of 10
-4

, binary cross-entropy function is used 

as optimizer and to compute the loss of classification respectively. The experiments are implemented in  Kaggle kernel . 

 

 

Fig.8. fine tuning of pre-trained architectures of layers with training subset 



Comparative Analysis of CNN Architectures for Classification of Breast Histopathological Images 

   
Eur. Chem. Bull. 2023, 12( Issue 8),4696-4705                                                                                                                                                    4701 

3.5 Performance Evaluation Methods  

 The performance of all classification models are decided by computing the confusion matrix for each model. The confusion 

matrix of each model consisted four values On main diagonal True Negative (TN) and True Positive(TP) in the confusion 

matrix showed the classification power of each model. Remaining two values represented False positive(FP) and 

Falsenegative(FN) showed the incorrectness in the classification. Based on these four values the following matrics for every 

model is computed: 

3.5.1 Accuracy.  It represents the ratio of correctly predicted images with the total images, given by equation (3). 

 

                                                         (3) 

3.5.2 Precision.  It represents the ratio of number of malignant/benign images correctly classified with the total     number 

of predicted malignant/benign images by the model, as given below by equation (4). 

                          ,                                             (4) 

3.5.3 Recall.  It represents the ratio of number of malignant/benign images correctly classified with the total number of 

actual malignant/benign images, as shown by equation (5). 

              ,                                                   (5) 

 

3.5.4 F1-score. It represents the harmonic mean of Precision and Recall and can be used as a metric of classification for 

imbalanced dataset, as given by equation (6) 

        ,                                 (6) 

4.  Results and Discussions 

The performance EfficientNet architectures (B1-B7), VGG19, ResNet50, DenseNet169, and InceptionV3 are compared by 

evaluating the validation accuracy, validation loss, average time taken, number of trainable parameters ,precision value, recall 

value, and F1-score  for each class, average time taken in training ,number of trainable parameters for each model and the 

result is presented in Table II.  It is observed from the table II  that EfficientNetB2 and EfficientNetB3 achieve approximately 

similar results. Among all EfficientNets architectures EfficientNetB6 performs better achieving validation accuracy and 

validation loss of 96.9% and 0.089 respectively.EfficientNetB4, EfficientNetB5and EfficientNetB7 also showed the 

satisfactory result for the classification.  From the result, it was also observed that the time taken for EfficientNet 

architectures(in spite of more trainable parameters) achieves the better performance of results than the other pre-trained 

models with less training time.EfficinetNetB3, EfficinetNetB4 have trainable parameters between 10M to 20 M produce 

better accuracy and loss than DenseNet169 with similar range of trainable parameters. So EfficienetNet architectures are 

computationally faster than other CNN models. Although DenseNet169 showed satisfactory results among CNN models 

other than EfficientNet architectures.  

The accuracy graphs, loss graphs, ROC(Receiver Operating Characteristics) are plotted for EfficientNetB4, EfficientNetB5, 

EfficientNetB6, EfficientNetB7 as well as confusion matrices were also computed. The graphs in Fig.9 showed loss and 

accuracy curves for four models EfficientNetB4, EfficientNetB5, EfficientNetB6,  

EfficientNetB7 with the dataset. For each epoch during training of the model. The curves showed the progress of training and 

validation accuracy and loss. It is evident from the graphs that the training of all the models are proceeding well. Due to the 

limitation of computing power only seven epochs are performed for each model. 

The graphs in Fig.10. showed the confusion matrices for four models :EfficientNetB4, EfficientNetB5, EfficientNetB6, 

EfficientNetB7 with the dataset.It is evident from the result that EfficientNet-B6 and EfficientNet-B7 among all four models, 

were able to classify  more accurately with the validation accuracy 96.9% ,96.8 and validation loss 0.089 and 0.0944 

respectively . 
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The graphs in Fig.11. showed the ROC curve for four models :EfficientNet-B4, -B5,-B6, -B7 with the dataset. For each 

model the curve shows the diagnostic ability with the variation of threshold. In each curve the Area Under Curve(AUC) was 

also shown. It was seen from the graphs that EfficinetNet-B6 and EfficientNet-B4 achieved highest AUC score of 99.5. Data 

augmentation techniques are also be applied to increase the size of the dataset [33]. The results of the experiment showed that 

EfficientNet architectures perform better on the used dataset than any previous pre-trained model.  

The conventional histopathology methods to diagnose breast cancer is a popular technique to confirm the malignancy by the 

experts such as pathologists. Being a manual process[8] and lack of trained persons the diagnosis can be delayed for 

necessary prognosis and treatment and affect mortality. With the advancement of technology pathological techniques are 

highly improved and became accurate and fast. This has been become possible because of the development of artificial 

intelligence techniques[16]. Nowadays these methods have been widely applied for medical image analysis[13][34]. Among 

all deep learning methods specifically, CNN is most popular successful method.[35][21].According to Grand challenge [1], 

Among all EfficientNet architectures EfficeintNetB6 performs better by  achieving validation accuracy and validation loss of 

96.9% and 0.089 respectively.EfficientNetB4, EfficientNetB4B5 and EfficientNetB4 EfficientNetB7 also show the 

satisfactory result for the binary classification. 

5.  Conclusion and Future Work 

Among CNN architectures the EfficientNet architecture family performed well on the established image dataset as compared 

to previous approaches using pre-trained architectures. In the experiment, augmenters are also applied to enhance the 

semantic information and to resolve the overfitting. Six EfficeintnetB1 to EfficientNetB7, VGG19, DenseNet169, ResNet59 

and Inception V3 with transfer learning are applied for breast cancer, binary classification in the experiment. The results 

confirmed that the EfficientNet architectures were able to accurately classify histopathology images into two classes: benign 

and malignant than other CNN models. Among all EfficientNet architectures EfficientNet-B6 architecture achieved 96.9% 

validation accuracy, 0.089 validation loss and 99.6 AUC score on the training images. Standard data augmentation techniques 

were applied for the experiment on publically available dataset. In future advanced data augmentation techniques can be used 

to increase the generalizability. Further the performance of the models can be checked on real dataset in future. Hybrid CNN 

models can be developed to improve the performance. 

 

Table. II. comparison of EfficientNet architectures(B1-B7),  VGG19,ResNet50,DenseNet169 and Inception V3 for histopathology breast Cancer detection dataset  
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B1 0.963906 0.100241 2042.571 6,527,265 0.97 0.96 0.98 0.95 0.97 0.96 

B2 0.967707 0.0938 2035.857 7,716,483 0.97 0.96 0.98 0.95 0.97 0.96 

B3 0.96647 0.0938 1972.143 10,713,129 0.97 0.97 0.98 0.96 0.97 0.96 

B4 0.968253 0.0917 2176.286 17,568,329 0.97 0.97 0.98 0.96 0.98 0.96 

B5 0.96647 0.0929 2326.714 28,363,313 

   

0.96 0.97 0.98 0.95 0.97 0.96 

B6 0.969482 0.0898 2442 40,761,049 0.96 0.98 0.99 0.94 0.97 0.96 

B7 0.968048 0.0944 2595.286 63,815,121 0.98 0.96 0.97 0.97 0.98 0.96 

VGG-19 0.9565 0.1234 

2438.714 

 20,030,017 0.95 0.97 0.98 0.93 0.97 0.95 

Dense169 0.9658 0.095 

2581.143 

 12,502,785 0.95 0.98 0.99 0.93 0.97 0.96 

ResNet50 0.9613 0.1065 25822  0.96 0.97 0.98 0.95 0.97 0.96 

Inception 

V3 0.9466 0.1418 

2247.571 

 21,772,449 0.93 0.97 0.98 0.9 0.96 0.93 
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Fig. 9. Loss and accuracy graphs: (a) EfficientNet-B4 loss and accuracy graph; (b)  EfficientNet-B5 loss and accuracy graph(c)  EfficientNet-B6 loss and 
accuracy graph (d) EfficientNet-B7 loss and accuracy graph 
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Fig.10.confusion Matrix: (a)  EfficientNet-B4 ROC curve graph; (b) EfficientNet-B5 ROC curve graph 

(c)  EfficientNet-B6 ROC curve graph (d) EfficientNet-B7 
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