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Abstract 

Breast cancer is the leading cause of death among women. It has become a common ailment 

with a rapid increase in occurrence. Earlier detection is the most efficient way to control breast 

cancer consequences. The healthcare industry benefits from machine learning because it can 

help make sense of the massive amounts of healthcare data generated daily within electronic 

health records. The process of breast cancer early prediction can be greatly aided by machine 

learning techniques, which are now a popular area of study due to their effectiveness. The risk 

prediction of breast tumours using algorithms for machine learning has been the subject of 

numerous studies. The purpose of this study is to use logistic regression to identify a woman’s 

risk for breast cancer. 
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1. Introduction 

Breast cancer is a common and dangerous 

disease for women. Women will be 

diagnosed with more than 2.26 million new 

cases of breast cancer in 2020 [1]. Breast 

cancer treatment is very effective, 90% or 

higher survival rate achieved when the 

disease is detected early. Reduced mortality 

rates are only possible with early detection 

of breast cancer [2]. The ability to find 

breast cancer in its earlier stages is 

necessary for earlier treatment, though. 

Early detection requires an accurate 

diagnosis process that enables doctors to 

differentiate between benign and malignant 

breast tumours. 

In recent years, machine learning methods 

have become increasingly popular in 

prediction, particularly in medical 

diagnosis.  One of the most difficult 

problems in medical applications is a 

medical diagnosis. Breast cancer data 

classification can help predict the outcome 

of some ailments or discover the hereditary 

behaviour of tumours. As a result, classifier 

systems are increasingly being used in 

medical diagnosis.  So, the study’s goal is 

to use logistic regression to determine the 

most important breast cancer risk factors 

and to estimate the overall risk. 

2. Background study 

The logistic analysis dataset is available on 

the Kaggle website 

(https://www.kaggle.com). This study aims 
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to categorize tumours into benign (non-

cancerous) or malignant (cancerous) 

tumours and to analyze the classification of 

these tumours using machine learning. The 

Breast Cancer dataset consists of 569 

records and 32 attributes [3]. Jupyter Lab, a 

more powerful and flexible data science 

application software, is used for the 

analysis of data. 

3. Machine Learning  

Many different industries, including the 

healthcare sector, use machine learning 

extensively. The technology includes 

artificial intelligence (AI) software to 

enable systems, automatically learn from 

experience, and get better without explicit 

programming [4]. 

In addition, machine learning refers to the 

use of algorithms to analyze data, learn 

from it, and then predict or determine 

something regarding the outside world [5]. 

Machine learning is frequently used to 

solve two main types of issues: regression 

and classification. Regression algorithms 

are typically used with numerical data, and 

binary and multi-category classification 

problems are included. Furthermore, 

machine learning algorithms are classified 

into two types: supervised learning and 

unsupervised learning [6]. Unsupervised 

learning is used to infer natural structures 

within a dataset, whereas supervised 

learning uses predefined labels in output 

values.  

4. Literature Review 

Shakkeera L, Rahul Raj Pandey et al[7] 

proposed the classification and model of 

prediction with accuracy. This paper 

shows XGBoost has higher accuracy 

compared with other machine learning 

algorithms to detect the early stage of the 

tumour. 

Gomathi K et al[8] Weka tool to access 

data mining algorithms efficiently and more 

easily to predict breast cancer. This shows 

that Naïve Bayes Classifier has better 

accuracy compared to other algorithms. 

Nalini C, Meera D, et al[9] worked on the 

classification techniques Naive Bayes and 

J48 used to analyze the execution time and 

performance of accuracy, concluding that 

Naïve Bayes had higher accuracy with a 

minimum execution time compared to J48. 

Ravi Kumar G, Ramachandra G A, 

Nagamani K, et al. focused on different 

data mining techniques to predict breast 

cancer using Naïve Bayes, Decision Tree, 

J48, Logistic regression, KNN, and SVM, 

and they compared predictive accuracy. 

SVM had the highest accuracy compared to 

the other algorithm [10]. 

Ganjar Alfian, Muhammad Syafrudin, et 

al[11] proposed the Extra tree model with 

SVM and also with other methods. An 

extra tree model which used for feature 

selection, finally the result shows that the 

Machine learning algorithm has improved 

the performance metrics of accuracy 

Elham Bahmani, Mojtaba Jamshidi, 

Abdusalam Abdulla Shaltooki et al[12] 

MATLAB used and constructed the 

proposed model that Naïve Bayes 

combined with K-means clustering and 

RBF. It is used to detect the tumour based 

on performance metrics. 

Shahan Yamin Siddiqui, Iftikhar Naseer et 

al[13] It has been suggested that the CF-

BCP model has a great deal of potential for 

diagnosing various forms of breast cancer. 

The CF-BCP model achieves 97.41% 

accuracy in multimodal medical imaging 
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fusion in detecting breast cancer phases, 

and 97.97% accuracy in identifying 

different types of breast cancer following 

decision-based fusion enabled by fuzzy 

logic. 

5. Logistic Regression 

Logistic regression is a machine learning 

algorithm that predicts the likelihood of 

classes based on a set of dependent 

variables. This model computes the logistic 

of the result by adding the input features 

[14]. The technique's name, logistic 

regression, was inspired by the logistic 

function, the method's main element. 

Statistics experts created the logistic 

function known as the sigmoid function to 

describe the ecological characteristic of 

population growth, which rises quickly and 

peaks at the environment’s carrying 

capacity. This S-shaped curve can be used 

to convert any real-valued number into a 

value between 0 and 1, but never precisely 

between values [15]. 

 

Sigmoid Function 

In the formula, z is the function's input, e is 

the base of the natural log, and () is the 

output between 0 and 1 (probability 

estimate)[9]. 

6. Methodologies 

The procedures that were used to create the 

machine learning logistic regression model. 

1. The Kaggle website can be used to 

collect data. 

 

2. Pre-processing of data is necessary to 

construct a more precise ML model. The 

cleaning process of data is called data pre-

processing. In this, missing, noisy, and 

inconsistent data are identified [16]. 

3. Logistic Regression Algorithm, 

implemented, is primarily used for 

prediction and determining success 

probability. 
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Confusion Matrix 

A classification model's accuracy can be 

determined using a variety of metrics, but 

the confusion matrix is among the most 

straightforward. This is the most used 

method for evaluating logistic regression. 

 

 

 

7. Result and Discussion 

Accuracy, precision, recall, and F-score 

metrics can be calculated. The performance 

of machine learning models is critical 

because it allows us to understand the 

benefits and drawbacks of these models 

when making predictions in novel 

situations [17].  

 

Accuracy 

Accuracy is the ratio of true positives and 

true negatives to all positive and negative 

observations as a performance metric for 

machine learning classification models. 

 

 

Precision 

The calculation of the precision value is 

based on the feature classification of true 

positive and false positive prediction, 

 

Recall 

The true positive and false negative feature 

classification is to classify recall value. It’s 

stated, 

 

F-score 

Precision and Recall value to be used to 

calculate F-score. It is expressed as: 
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Accuracy 97.81% 

Precision 97% 

Recall 94% 

F1-score 95% 

 

8. Conclusion 

Breast cancer is the most serious infection that women face today. For women, it is the leading 

cause of death. So early prediction is very important to increase the survival rate of life. In 

recent days, Machine learning algorithms have mainly been involved in the healthcare industry 

for earlier prediction of diseases. The focus of this work is to classify benign and malignant, 

and Accuracy, Precision, Recall, and F1-score performance metrics can be calculated that are 

evaluated based on logistic regression. 
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