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Abstract - In recent times, there has been notable focus on math word problem solvers, primarily because of their capacity to aid 

learners in tackling intricate mathematical problems. Nonetheless, a requirement exists for math word problem solvers capable of 

addressing queries in various languages through the application of natural language processing (NLP) methods. This study intro-

duces a math word problem solver designed to handle inquiries in diverse languages using NLP. The approach outlined in this 

research employs a machine learning strategy to convert the problem into a target language, followed by its resolution. Through 

the integration of both rule-based and deep learning techniques, the system strives to attain a commendable level of accuracy in 

both translation and problem-solving endeavors. 
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I. INTRODUCTION 

 

Mathematical word problems serve as a fundamental conduit to a spectrum of quantitative reasoning abilities necessary for an 

AI agent to exhibit intelligent behavior. This intelligence encompasses tasks like comprehending financial news, calculating 

alterations in everyday transactions, and scrutinizing organizational productivity. However, solving such problems persists as 

a challenge due to the intricate nature of mapping real-world objectives, entities, and quantities into mathematical formaliza-

tions. 

 

This project's objective is to formulate a system capable of resolving mathematical word problems articulated in various lan-

guages using natural language processing techniques. The system's primary target audience comprises self-directed learners 

seeking to grasp mathematics autonomously. It seeks to empower them with a tool that can automatically decipher math 

problems presented in a natural language format. The system's mechanism involves processing a math word problem through 

NLP to dissect it into a mathematical equation, subsequently amenable to solution through mathematical algorithms. 

 

In our current trajectory toward a digital society, virtually all challenges are addressed digitally, spanning from basic infor-
mation storage to intricate computations. Many arithmetic computations are conducted digitally to mitigate human errors and 

inaccuracies. However, the majority of digital math calculators necessitate the problem's representation in an arithmetic for-

mat. In reality, most arithmetic quandaries manifest in the guise of worded problem statements, demanding manual conver-

sion into arithmetic expressions by humans. To obviate this need for manual conversion, our objective is to construct soft-

ware proficient in recognizing and directly resolving word problems expressed in natural language. Additionally, we endeav-

or to rectify the shortcomings observed in existing word problem solver software. 

II. LITERATURE SURVEY 

 
The primary aim of this project is to facilitate users in resolving mathematical problems through the utilization of natural 

language. It leverages transformer-based techniques from Natural Language Processing (NLP) to comprehend user queries 

and generate appropriate responses. The integration of transformers has brought about a revolutionary shift in the realm of 

NLP, showcasing exceptional performance across diverse tasks such as machine translation, text generation, and question 

answering. 

 

This review of the literature delves into recent studies that explore the utilization of transformers and analogous models like 

LSTM and basic RNNs for the resolution of mathematical problems. It examines their potential application in the devel-

opment of solvers for math word problems. Notably, the research focuses on architecture and training strategies that have 

been investigated globally, outlining their relevance. Ultimately, the study presents our own implementation of MathBot, 

demonstrating its efficacy in tackling a wide array of mathematical challenges. 

 

In contrast to preceding statistical learning methods, the authors adopt a direct translation approach wherein math word 

problems are transformed into equation templates via a recurrent neural network (RNN) model, bypassing the need for in-
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tricate feature engineering. Furthermore, they propose a hybrid model that amalgamates the RNN model with a similarity-

based retrieval model to enhance performance. Comprehensive experiments conducted on a substantial dataset establish the 

superiority of both the RNN model and the hybrid model over prevailing statistical learning techniques for math word 

problem solving [1]. 

 

The authors introduce the inaugural open-source toolkit for solving Math Word Problems (MWPs) known as MWPToolkit, 

providing a unified, comprehensive, and extensible framework tailored for research endeavors. The toolkit incorporates 17 

deep learning-based MWP solvers and 6 MWP datasets, encompassing diverse models spanning Seq2seq, Seq2Tree, 

Graph2Tree, and Pre-trained Language Models. These solvers, representing advanced MWP resolution approaches, are 

matched with widely recognized benchmark datasets. The toolkit's modular and reusable components expedite researchers 

in their pursuit of model development [2]. 

 

In this particular investigation, a sequence-to-sequence model is harnessed to unravel math word problems. By taking prob-

lem descriptions as input and generating equations as output, this approach demonstrates remarkable potential. Recognizing 

two shortcomings in the model—generation of spurious numbers and misplacement of numbers—the researchers propose 

an innovative augmentation named the copy and alignment mechanism, denoted as CASS. They employ reinforcement 

learning to train the model, a strategy designed to enhance solution accuracy while overcoming the "train-test discrepancy" 

linked to maximum likelihood estimation. The findings indicate that the copy and alignment mechanism effectively amelio-

rates the identified issues, with reinforcement learning exhibiting superior performance in comparison to maximum likeli-

hood estimation. Moreover, the model's output is integrated into a feature-based model, resulting in significant enhance-

ments over state-of-the-art results [3]. 

 

The application of Sequence-to-sequence (SEQ2SEQ) models to automatic math word problem solving has proven suc-

cessful. Yet, a limitation persists—multiple equations can accurately resolve a single math word problem, leading to non-

deterministic transduction that adversely affects maximum likelihood estimation. By emphasizing the uniqueness of the 

expression tree, the authors introduce an equation normalization technique aimed at rectifying the problem of duplicated 

equations. Additionally, they scrutinize the performance of three popular SEQ2SEQ models in this context and propose an 

ensemble model to leverage their individual strengths. Empirical evaluations on the Math 23K dataset validate the effec-

tiveness of the ensemble model coupled with equation normalization, surpassing previous state-of-the-art methods [4]. 

 

Efficiently solving math word problems stands as a pivotal task for assessing machine intelligence in the broader domain of 

general AI. This endeavor is inherently complex, necessitating adeptness in both natural language comprehension and 

mathematical expression inference. While existing solutions tend to rely on sequence-to-sequence models for expression 

generation, these models often fall short in understanding problems akin to human cognition, leading to erroneous out-

comes. This paper introduces a groundbreaking solution named Hierarchical Math Solver (HMS), which capitalizes on 

deep comprehension and utilization of problems. HMS introduces a hierarchical word-clause-problem encoder, mirroring 

human reading habits in problem comprehension. It adopts a dependency-based module for clause understanding and em-

ploys a novel tree-based decoder to generate mathematical expressions for answers. This decoder leverages hierarchical at-

tention mechanisms and a pointer-generator network to enhance semantic context and guide the inference process. Exten-

sive experimental results underscore the superiority of HMS in generating not only more accurate answers but also more 

logical inferences [5]. 

 

The present study unveils a substantial dataset of math word problems and an interpretable neural solver that learns to map 

problems to operation programs. Overcoming annotation challenges, the dataset establishes precise operational annotations 

across diverse problem types. Introducing a new representation language to model operation programs, the authors create 

the MathQA dataset, enhancing the AQuA dataset with fully-specified operational programs. A neural sequence-to-

program model is enhanced through automatic problem categorization. Experimental outcomes validate improvements over 

competitive baselines in both the MathQA and AQuA datasets. Nevertheless, human performance still significantly outpac-

es the results, implying new challenges for future research [6]. 

 

Efficiently solving diverse textual math word problems (MWPs) poses a substantial challenge, particularly since existing 

works tend to focus on single-unknown linear MWPs. This study introduces the Universal Expression Tree (UET) method, 

which endeavors to represent equations for various MWPs uniformly. Building upon this, the semantically-aligned univer-
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sal tree-structured solver (SAU-Solver) is introduced, capitalizing on an encoder-decoder framework. SAU-Solver gener-

ates a universal expression tree by making symbol decisions based on semantic meanings, mimicking human problem-

solving approaches. A novel subtree-level semantically aligned regularization is also incorporated to enhance the model's 

rationality and adherence to semantic constraints. The efficacy of this approach is demonstrated on a challenging Hybrid 

Math Word Problems dataset (HMWP), encompassing various MWP types [7]. 

 

The Academia Sinica Diverse MWP Dataset (ASDiv) is introduced as a comprehensive English math word problem 

(MWP) corpus, aimed at evaluating diverse MWP solvers. Unlike preceding corpora, ASDiv addresses a broader spectrum 

of language patterns and problem types. This dataset, comprising 2,305 MWPs, covers a comprehensive array of problem 

types taught at elementary school levels. Each MWP is annotated with its problem type and grade level to denote difficulty. 

The metric proposed to gauge lexicon usage diversity demonstrates the heightened diversity of ASDiv compared to existing 

corpora. Experiments validate the authentic evaluation capabilities of MWP solvers, offering a more faithful representation 

of their capabilities [8]. 

 
III. SYSTEM ARCHITECTURE 

he objective of the System Design is to offer a comprehensive outline of the system's architecture. Its purpose is to foster 

effective communication and collaboration among project team members, stakeholders, and other relevant parties. This 

design blueprint will function as a guide, steering the course for the system's implementation and testing phases. It will also 

play a pivotal role in shaping the development of software requirements, design specifications, and additional system 

elements. 

 

A. Architecture Design  

Similar to preceding seq2seq models, the original Transformer architecture followed an encoder-decoder structure. The 

encoder is composed of  

encoding layers that progressively process the input, with each layer building upon the previous one. Conversely, the decoder 

comprises decoding layers that mirror this process with the encoder's output. The central role of each encoder layer is to 

create encodings that capture the relationships between different elements within the input. These encodings are then passed 

on as inputs to the subsequent encoder layer. In contrast, each decoder layer employs these encodings to generate an output 
sequence, utilizing the contextual information they encapsulate. 

 

To achieve optimal outcomes:  

1. Each encoder and decoder layer integrates an attention mechanism. 

2. The attention mechanism assigns weights to the relevance of various input components, drawing from them to craft 

the output. 

3. In addition to this, every decoder layer features an extra attention mechanism. This mechanism draws from the out-

puts of preceding decoders before obtaining information from the encodings.  
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4. Both the encoder and decoder layers are equipped with an additional feed-forward neural network for further 

processing of the outputs. These layers incorporate residual connections and include steps for layer normalization. 

 

 

 

Fig 1. Architectural design 

 

B. Use Case Diagram 

 
The actors involved are the application users and the transformer based MWP solver software. Application users 

initially choose a math word problem that they wish to compute and enter it in its text format into the user interface 

screen. Having entered the desired arithmetic word problem into the text box and clicking "solve” the software pushes the 

text input into a function called “Solve()”. Correspondingly the input text is further moved to “solve()” where the trans-

late function translates the MWP across languages as per user’s input. The translated Math Word Problem is then pro-

cessed by the model. For the translated Math Word Problem, a corresponding arithmetic expression is generated which is 

to be computed to generate a final result. The computation of this arithmetic expression is carried out by the “eval()” 

function. The final computed answer to the input MWP is then returned and displayed to the user on the web application. 
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Fig 2. Use Case Diagram for the Math Word Problem Solver  

 

IV.IMPLEMENTATION 

 
A. Graphical User Interface 

 
Figure 3, shows the User Interface Mockup designs for the client-side web application. The user interface for the 

Math Word Problem solver should be intuitive and easy to use, to enable users to quickly and easily get answers for their 

questions. The solve function should allow users to get the necessary correct output for the given inputted question in the 

text field.  

 

Once the output has been calculated it is displayed on the screen in another text field along with the correspond-

ing equation which produces the answer. Overall, the user interface should be designed with the user's needs and expecta-

tions in mind, to provide a seamless and enjoyable experience for all users of the system. 

 
B. Data Flow Diagram 

 
The dataflow for this math problem solving system begins with the user inputting a math problem. The 

'Solve' function then sends the input to the Google Translate API, for translation to English when needed. The resulting 

text is sent to an ML model that computes an arithmetic expression using a combination of neural machine translation 

and rule-based translation techniques. The computed result is then displayed back to the user through a web interface or 

another type of user interface.  

 

Fig 3. Web User Interface Design for the MWP 

 

 

The dataflow includes multiple steps, such as input, translation, computation, and output, and utilizes NLP 

techniques and ML models to provide an accurate solution to the math problem. The final result is presented back to 

the user, completing the dataflow for the system. 

 

C. User Interface 

 
Our Application will enable users to interact with the software through a text based user interface in which 

they will be able to type in the MWP (Math Word Problem) in order to obtain the corresponding result. The user inter-

face will provide the user a space to type in the desired text and a button to send the entered text for evaluation of the 

arithmetic word problem. The corresponding result will be displayed to the user on screen as and when it has been 

computed. The User Interface will be simple and easy to understand and use, even for users who do not have much 

knowledge of the underlying model. 
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Fig 4. Process Flow for the MWP 

 
 

D. Hardware and Software Interfaces 

 
Hardware required to process the data and train the model is not specific. A CPU having at least 4 cores is 

required for optimal performance. We utilize text-based input for the math word problem, which must be typed using 

the given keyboard. NVIDIA GPUs that are CUDA-enabled will help us speed up the time required for training by 

parallel processing high dimensional data . 

Python will be the main language used for building the model which will be typed out on an IDE such as VScode or 
Jupyter. 

 
PyTorch is a machine learning framework based on the Torch library, used for building natural language pro-

cessing applications.  Traditional neural networks suffer from short-term memory. LSTMs efficiently improve perfor-
mance by memorizing the relevant information that is important and finding the pattern. The UI will mainly be de-
signed using HTML, CSS, Javascript, React and Node.js . This will be used to input the data for the model to process 
and print the output. 

 
 

V. RESULTS 

The implementation of the Math word problem solver using NLP is expected to have significant positive re-

sults. It’s built using a transformer model that is trained on a huge number of datapoints and gives high accuracy for 

math word problems that does not require multiple steps to solve. We received an accuracy of 88% after fine tuning 

the model with different parameters and adding more data points to the dataset. Due to the training process' high sys-

tem demands and the amount of the dataset, an NVIDIA GPU is required. 
 

 

Fig 5. Accuracy of model after training 

This application may help a lot of people who are attempting to solve arithmetic word problems to do so with 
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great accuracy and dependability, and it also saves time because you don't need another person to check your answers 

to see whether they're right or wrong. 

 Some of the other advantages include understanding natural language which enables the model to process 

word problems and get arithmetic equations to solve it and provides better accessibility as the user can use the applica-

tion from anywhere as long as they have a PC without the need for an internet connection. Also, the model supports 

multilingual inputs which enables users who are not familiar with English to also use the MWP solver. 
 

 
 

Fig 6. Front-End result for MWP in English 

 

The math word problem solver is accessed by users via the front-end web application, which is linked to the 

backend Solve() function, which receives the math word problem in any language, translates and processes the ques-

tion. The response is returned to the front end once it has been processed and solved by the transformer model. The ap-

proximate time necessary to solve any question and obtain the answer is 5 to 10 seconds.  

 

The front-end is built utilizing Python's flask framework, as well as HTML and CSS. The model has been tested 

on several languages, including Kannada, Hindi, and French, and the accuracy for MWPs in other languages is nearly 

the same, with the exception of circumstances when there is a grammatical or spelling issue when being translated. 

 

 

Fig 7. Front-End result for MWP in hindi 

 

 
As a result, a math word problem solver may be a useful tool for anybody who wants assistance with arithmetic word 

problems. The solver can save time and minimize stress by giving precise and efficient answers to arithmetic problems. 

Additionally, using a math word problem solver can increase confidence in math abilities and ultimately lead to im-

proved math skills. Hence the model performs well and gives accurate and desired results. 
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VI. CONCLUSION AND FUTURE SCOPE 

Math Word Problem Solving using NLP and sequence-to-sequence (seq2seq) models is a promising research area that 

aims to automate the process of solving math problems presented in natural language format. Seq2seq models have been 

used to translate one sequence of text into another, and they have been adapted to math word problem solving by treating 

the problem as a translation task, where the problem statement is translated into an equation or a sequence of equations 

that can be solved. One of the major challenges in this area is to ensure that the model can understand the semantics of the 

problem and correctly represent the information in a way that can be used to generate the correct solutions. 

 
Overall, while there is still much work to be done in this field, the combination of NLP and seq2seq models shows prom-

ise in automating math problem solving and has the potential to improve education and accessibility for students who 

struggle with math. 

 

Future Scope- 

1. Ability to solve math word problems having a higher degree of difficulty like problems with multiple operations. 

2. Improve the model in terms of being able to compute problems with higher correlation and multiple entities. 

3. Ease of access by converting the current web-based application to a mobile application. 

4. Improve accuracy of currently trained models to give more accurate and consistent results. 

5. Capability to integrate with existing and upcoming technologies such AR & VR to create a more immersive and 

interactive learning experience. 
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