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Abstract  

 

Cardiovascular disease is the reason for global death nowadays is a crucial disease, since it takes away the lives 

of children, youngsters, and aged people. Early prediction is mandatory to avert the loss and many researchers 

had effectuated heart disease prediction models. The prediction accuracy must be high to provide effective 

treatment. In context with this, we propose a novel stacking approach for the IoT-based prediction of heart diseases 

with the utilization of K-Nearest Neighbors (KNN), Naïve Bayes (NB), Extreme Gradient Boosting (XGBoost), 

and Feed –Forward Neural network (FNN). The parameters such as Blood pressure, SPO2, and ECG are collected 

from the respective sensors and stored in cloud storage for further processing. The collected data are pre-processed 

using Min-Max Normalization to delete the unnecessary and blank data. Simulations are conducted in Python and 

validate the performances of the proposed approach with state-of-art works such as OCI-DBN, SMOTE, CNN, 

AND EDCNN with the metrics such as log-loss, specificity, F1-score, ROC, accuracy, Matthews’ correlation 

coefficient and precision. 

 

Keywords: Heart Disease Prediction, KNN, Stacking Machine Learning Approaches, and FFNN. 

 
1Assistant Professor School of Computer Science and Engineering Presidency University, Bangalore 
2Associate Professor School of Computer Science and Engineering Presidency University, Bangalore.                             

 

DOI: 10.31838/ecb/2023.12.6.47 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Section A-Research paper 

A Novel Approach to Predict Heart Diseases in Patients  

Using Hybrid Machine Learning Algorithms Based on  

Stacking Ensemble Technique in an IoT System 

 

Eur. Chem. Bull. 2023, 12 (6), 532– 542                                                                                                      533  

1. INTRODUCTION 

 

The most vital organ that a person has is the heart 

[1], which uses a combination of veins and arteries 

to circulate oxygen-rich circulation to specific other 

different organs. Heart illness is any condition that 

harms our hearts. Over 17 million individuals 

globally pass away from cardiovascular disease 

annually, based on a study released by the World 

Health Organization that was presented in 2019 [2]. 

Health complications come in many different forms, 

including fibrillation, congenital cardiac defects, 

and heart valve disease. Heart attack patients have 

much range of signs, including shortness of breath, 

lightheadedness, and excessive sweating. The main 

contributors to heart disease [3] include nicotine, 

hypertension, diabetes, being overweight, and 

others. Using rigorous methods to diagnose the 

illness is costly and uncomfortable. Thus, a method 

that can identify heart disease non-invasively and 

inexpensively is required.  

 

The main reason for the overwhelming majority of 

mortality has occurred globally during the last few 

decades. It is regarded as a particularly prevalent 

health issue, and the heart's inability to flow 

adequate blood to fulfill the requirements of the 

body is the primary contributing factor [4]. Binge 

food, emotional stress, inherited conditions, or 

a sedentary lifestyle is possible causes. It infects a 

client gradually and is extremely challenging to treat 

when it has not advanced to a hazardous stage. The 

patient could suffer if the necessary corrective 

actions aren't really implemented. Hence, in order to 

encourage individuals to take good care of 

themselves as soon as a coronary heart manifestation 

is noticed, a cardiovascular disease [5] forecast is 

required.  

 

Using a medical records system to precisely regulate 

the quality of medical services serves as the most 

popular technique to obtain all the documents 

relevant to treatment. It is hard to pinpoint blood 

vessel function because a number of variables, 

including pulse rate, saturated fat, creatinine, etc., 

have an impact on it. The several risk factors for 

heart disease [6] and discovered those that can be 

changed, including alcohol consumption, nicotine, 

diabetes, excessive triglycerides, and insufficient 

exercise. Rheumatic, arterial, and genetic heart 

diseases are only a few of the numerous varieties of 

what are referred to as cardiovascular disorders. 

Hence, the body's functioning throughout training, 

relaxation, as well as a function has already been 

examined [7]. 

 

 Heart failure, uneasiness, difficulty breathing, 

excessive perspiration, heart palpitations, nausea, 

and exhaustion are all indications of coronary artery 

disease (CAD). Although significant has been 

accomplished in comprehending the intricate 

pathogenesis of cardiac insufficiency, extremely 

effective assessment is now required due to the sheer 

volume and unpredictable way that information and 

statistics must be analyzed and tracked. A 

reasonably precise method that can be used as an 

assessment tool to find underlying knowledge of 

heart disorders in healthcare records and forecast 

cardiac arrests earlier than they occur is thus 

continually needed. It is thought that such action 

might lead to more effective cardiac arrest treatment. 

The heart can be hurt following a coronary.  

 

The pulse of one's heart and such capacity can push 

oxygen throughout the body may be impacted by 

this. Furthermore, users could be in danger of having 

repeat cardiac events or developing ailments like 

peripheral arterial disease (PAD) [8], kidney 

damage, or strokes. Reduces the necessity of the 

cardiovascular system to circulate additional blood 

to the tissues by improving the muscular ability to 

extract oxygen from the circulatory system. to 

overcome these issues in the prediction our work 

proposed a novel stacking machine learning 

approach that utilizes K-Nearest Neighbors (KNN), 

Naïve Bayes (NB), Extreme Gradient Boosting 

(XGBoost), and Feed –Forward Neural network 

(FNN) techniques. main contributions are, 

 

 The data are collected from the IoT based 

sensors that are attached to the patients and the 

corpuses of the data are stored in the cloud 

storage for future use. 

 The irrelevant images and outliers are removed 

with the help of Min-Max normalization-based 

image pre-processing. 

 The pre-processed images are forwarded to the 

stacked machine learning model in which the 

first learner learns the data and outputs the 

results and generated a new dataset from this. 

 The generated new dataset is forwarded to the 

second-level learners and predicts the data. 

Bagging, Boosting and Ada Boosting 

approaches are used for the stacking of machine 

learning methods. 

 

The rest of the work is organized as follows, In 

Section 2, the relevant works are analyzed and listed 

their merits and demerits, and the background of the 

work is machine learning approaches are listed in 

Section 3. The proposed approach is explained in 

Section 4. Simulation details and results are 

enclosed in Section 5. Finally, the summarization of 

the work is done in Section 6.  

 

2. LITERATURE SURVEY 
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Rani et al. [9] have described a hybridized feature 

selection algorithm depending on the client's patient 

features, which should contribute to the timely 

identification of cardiac disease. Especially in this 

particular system, the professional can sometimes 

receive assistance making a choice. The virtue of 

this strategy was that it will just be founded on 

scientific data and won't need a doctor 

specializing in heart disease. There are several, 

inaccurate heart disease decision assistance systems, 

the component selection strategy, and the concern of 

incomplete data jointly. The proposed system would 

diagnose heart disease more accurately than current 

systems. However, with this approach, the extent of 

cardiac disease cannot be determined.  

 

Ali et al. [10] have presented an OCI-DBN 

(optimally configured and improved deep belief 

network) to fix certain issues and enhance network 

efficiency. Determining the ideal depth of each 

hidden node resolves the routing efficiency and 

deployment issue. After employing a 

straightforward optimization technique to arrive at 

the best return, users included a remote security 

operation. The data are returned in order to enhance 

the evolutionary system's potential to dedicate itself. 

It increases cardiac disease forecast with a 

recognition rate of 94.61% and can assist healthcare 

professionals in making wise judgments. Hence, the 

healthcare system is unsustainable now at 

the current time of complication.  

 

Ishaq et al. [11] have implemented Synthetic 

Minority Oversampling Technique (SMOTE) to 

identify key characteristics and efficient data mining 

approaches that can improve the precision of the 

mortality estimate for cardiology disorders. Health 

data becomes tough and difficult physically 

manipulate in secure information extraction due to 

its huge different databases. Computational 

developments have also introduced precisely 

calibrated solutions for clinical applications while 

briefly examining medical data. The chance to 

improve the medical field and help doctors forecast 

how long a patient with heart failure will remain. 

Thus, the model is enhanced to perform better 

feature selection problems.  

 

Mehmood et al. [12] have evaluated the 

convolutional neural networks (CNN) which 

forecast the likelihood that a service user will have a 

cardiac illness. Early detection of heart conditions 

could help avoid heart attack-related losses. A good 

grading system may enable the doctor to identify 

metabolic syndrome until it manifests itself. This 

present study uses image classification with a 

cutting-edge database from the data set to forecast 

the possibility of developing heart problems. The 

suggested model performs an overall accuracy is 

97%. However, it is insufficient to predict other 

serious illnesses.  

 

Pan et al. [13] describe the Enhanced Deep learning-

assisted Convolutional Neural Network (EDCNN) 

to aid and enhance cardiovascular disease treatment 

prognostics. Using specialized learning methods, the 

expanded computational intelligence model 

parameters and identification have mostly been built 

including a deep multi-layer interpretation 

integrated to generate a reliable but instead changed 

for the better training dataset floating point numbers 

nonlinear transfer generalizations. It is reliable and 

precise in diagnoses of heart disease. Hence, for 

various applications, the precision should be 

increased.  

 

Aggrawal et al. [14] highlighted a sequential feature 

selection algorithm often a significant aspect for 

recognizing death outcomes in patients with 

coronary artery disease following therapy. 

Typically, there are two sorts of methodologies they 

are channel and method-based methods. The 

exposure technique may usually create more optimal 

groupings than the broadcast technique, as well as 

the channel-based method with a high processing 

cost. The highlights can shorten the classifier 

model's runtime and increase classification 

precision. Thus, heart illness is identified to produce 

fundamental classifiers. 

 

Khan et al. [15] suggested a MDCNN (Modified 

Deep Convolutional Neural Network) to rather 

reliably assess cardiac disease. The inputs were split 

into testing and training sets after selected features 

had been normalized. The generated information 

was then exposed to choosing and attribute grading 

using an analytical strategy. The approach employed 

an identical characteristic set for the evaluation of 

the information that it had used for retraining. The 

suggested classifier delivers greater accuracy than 

the current methods. Moreover, there is a lack of 

enhanced efficacy in the predictive classifier.   

 

Ahmed et al. [16] have demonstrated a machine-

learning algorithm that has a high level of precision 

in forecasting cardiac disease. Building an 

interactive system that can analyze and retrieve 

features about heart disorders from 

individuals broadcasting, Twitter messages to 

evaluate the probability that the client is in danger of 

acquiring heart disease. It can achieve great 

reliability in asynchronous pattern construction. 

Hence, the time complexity is more. 

 

3. BACKGROUND 

 

This section reveals the ML algorithms such as 

Naïve Bayes, K-nearest neighbor (KNN), Extreme 
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Gradient Boosting and Feed-Forward Neural 

Network. 

 

3.1 K-nearest neighbor (KNN) 

KNN [17] is the classifier that relies on the concept 

that uses nearest patterns to the pattern that uses the 

label information. Based on the majority of the K-

nearest patterns the classes are assigned.  It can be 

defined as, 
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The Euclidean distance p=2, the Hamming distance 

is 
q and the label set of binary classification lie in 

the interval -1 to 1. 
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Here m represents the observations and y denotes the 

labels in the q-dimensional patterns. 

 

3.2 Naïve Bayes  

This model [18] is effectively helps to detect heart 

disease with non-intricate nature of the parameters 

and is widely used as an algorithm that outperforms 

most classification approaches. It ads to evaluate the 

posterior probability )( ymP from the )(mP , 

)(yP , and )( myP . Based on conditional 

independence, the predictor (y) over the class is 

considered independent of the Bayes classifier. It 

can be expressed as,  
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The posterior probability of the targeted class over 

the predictor is )( ymP , )(mP is the class 

probability prior to the class, )( myP  the predictor 

likelihood probability, and the prior probability of 

the predictor is )(yP [23]. 

 

3.3 Extreme Gradient Boosting 

The format of XGBoost [19] follows the training 

format ),...,3,2,1( niyi  and the sequence of 

),...,3,2,1( nizi  . Mostly the XGBoost performs 

the allocation of observations' weight. The steps 

used in this are depicted in Algorithm 1. 

 

Algorithm 1: Steps of XGBoost Algorithm 

 

Initialize the inputs ),...,3,2,1( niyi   

Initialize the parameters  (learning rate) and l() (Weak classifier) 

Output can be evaluated as ),...,3,2,1( nizi   

Uniform distribution up-gradation 
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3.4 Feed-Forward Neural Network (FFNN) 

The FFNN [20] has a multilayer framework known 

as the input layer, hidden layers, and output layers. 

The output layer depends on the output that is 

required. If one output is required then one neuron is 

connected in the output layer and more. The 

structure is outlined in figure 1. 
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Fig 1: FFNN Architecture 

 

4. PROPOSED METHODOLOGY 

 

The proposed IoT based prediction of heart disease 

includes a collection of data, pre-processing of the 

data to remove irrelevant data, and noises, and 

conversion into the required format. The third step 

is utilizing our proposed hybrid machine learning 

stacked approach to predict the data. The data 

collection of our approach is based on the IoT 

sensors which are attached to the patients. From 

those sensors the data are collected remotely. The 

corpuses of the data are stored in the cloud for easy 

maintenance and accessibility. The overlay of 

proposed approach is framed in figure 2. 

 

 
Fig 2: Overlay of proposed approach 

 

4.1 Data Collection 

The sensors are used to collect the heart rate and 

other details of about 2500 patients. For this, 

AD8232 sensor which collects the ECG signals, 

glucose level, blood pressure, blood fat level, 

peripheral pulse oximetry level, and pulse rates from 

the patients. AD8232 is an integrated signal 

conditioning block for ECG and biopotential 
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applications and utilized to extract the signals, 

amplifies it and filters the needed signal from it. The 

collected data are forwarded to the cloud storage. 

 

4.2 Cloud storage 

Cloud storage is used to store both structured and 

unstructured data of any capacity and can be 

retrieved at anytime from anywhere. Since the 

collected data are unstructured the work utilizes 

cloud storage.  

 

4.3 Data Preprocessing 

It is an important process in data science to remove 

the noises from the images, and convert the images 

into the required format. Here we use the min-max 

normalization approach to effectuate the pre-

processing of images. It also ignores the outliers 

identified, and missing values, and imputes the 

median values.  

 

4.4 Proposed IoT based stacked machine learning 

model for the heart disease prediction 

The proposed approach stacked ML approach is 

used for heart disease prediction. Our proposed 

approach utilizes several machines learning 

approach such as KNN, Naïve Bayes, XGBoost, and 

FFNN. Using these several models enhances the 

prediction accuracy, and mitigates the ensemble 

complexity. The combination of the machine 

learning methods is performed with the Bagging, 

Boosting [21], and Ada boost [22] which act as the 

meta-classifier for the merging of methods.  

Furthermore, the stacking hybrid machine learning 

approach is depicted in figure 3. 

 

 
Fig 3: Proposed IoT based Hybrid Machine learning stacked approach for the heart disease prediction 

 

Stacking of different machine learning approaches is 

combining the approaches stated above which 

includes two phases, 

 Basic learners are at 1st  level and stacking 

method learners are at level 2. 

 At 1st level, the proposed models are used to 

learn the datasets and the outcome from these 

models are utilized to make a new dataset and 

the steps are explained in Algorithm 2. 

 

Algorithm 2: Steps involved in stacking 

Initialize the inputs 

1st–level learning algorithms (L1) 

2nd level learning algorithms (L2) 
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For t=1,….maxT 

Training of 1st level individuals using )(DLj tt   

Applying 1st level 

Dataset 

End 

Generation of a new dataset 

For i=1,2,….,m 

For t=1,2,…,maxT 

Classification of training data 

End 

Update the dataset 

Train the 2nd level learner 

Applying 2nd level 

Return the output. 

 

Based on the predicted output the alert message is 

forwarded to the physician. 

 

5. RESULT AND DISCUSSION 

 

This section discusses the performance of the 

proposed heart disease prediction model and it is 

implemented in the JAVA platform. The 

experimental investigations belong to dataset 

collection, and performance metrics with its analysis 

are discussed in the below sub-sections. 

 

5.1 Dataset description: 

This study utilizes a data collected explicitly from 

the IoT sensors that are attached to the heart patients. 

The sensors are used to collect the heart rate and 

other details of about 2500 patients in which the 

ECG data signals. The cardiac problem presence or 

absence in the patients indicates the label coronary 

angiography, which includes 283 isnatnces with 71 

features. The heart disease presence is represented 

by combining the values of original datasets and the 

dataset includes the characteristics of the patient’s 

age, sex, BP level, type of chest pain, heart rate, 

blood sugar and etc. Examining practitioners and 

history information provides the participating 

patients in the investigation.  

 

5.2 Performance Metrics: 

The performance measures like precision, recall, 

accuracy, F-score, sensitivity, specificity, Matthews' 

correlation coefficient, log-loss and ROC to evaluate 

the HD detection performance. The accurately 

classified class measures its accuracy. A ratio of the 

total number of positive cases to the true positive 

(false positive Fp  and truly positiveTp ) cases 

defines precision. A good specificity and sensitivity 

or recall should be maintained for any medical 

predictive model. The metric recall for gauging how 

well an ability to form true positive instances. The 

number of actual negative (false negative Fn  and 

truly negativeTn ) case that the model correctly 

identified as negatives is known as specificity. 
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The harmonic mean of recall and precision score is 

the F-score metric. 
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The measurable investigation of prediction is 

Matthews' correlation coefficient (MCC). The value 

of -1 (mediocre expectations) and 1 (exact expected 

value) is for MCC values.  

 

 
    TnFnTnFpTpFnTpFp

FpFnTpTn
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   (11) 

 

The feature model performance is estimated with 

logarithm loss (log loss) in which the range of 0 and 

1 for predictive input. Where zero is the ideal model 

for logarithmic loss. From the true value, the 

expected probability is separated by an increase in 

the logarithm loss. The expected to be terrible is 

0.012 probability if is marked as a true perception. 

 

5.3 Performance Investigation: 
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Figure 4 plots the comparison based on accuracy. 

The state-of-art techniques such as OCI-DBN, 

SMOTE, CNN, EDCNN and proposed to validate 

the effectiveness of accuracy. The overall 

performance of accuracy for OCI-DBN is 76%, 

SMOTE is 80%, CNN is 82%, EDCNN is 86% and 

the proposed method is 97%. However, the proposed 

framework outperformed a higher accuracy rate than 

other existing techniques of OCI-DBN, SMOTE, 

CNN, and EDCNN for heart disease prediction.  

 

 
Fig 4: Comparison based on the accuracy  

 

The comparison based on specificity and sensitivity 

is depicted in Figure 5. The performances of 

specificity and sensitivity are varied with respect to 

varying the performance of percentages.  The overall 

specificity performance of OCI-DBN is 75%, 

SMOTE is 82%, CNN is 84%, EDCNN is 92%, and 

the proposed method is 97%. The overall sensitivity 

performance of OCI-DBN is 78%, SMOTE is 82%, 

CNN is 84%, EDCNN is 82%, and the proposed 

method is 96%. However, the proposed framework 

outperformed other existing techniques for heart 

disease prediction, such as OCI-DBN, SMOTE, 

CNN, and EDCNN, in terms of specificity and 

sensitivity. 

 

 
Fig 5: Comparison based on specificity and sensitivity  

 

Figure 6 depicts the comparative study in terms of 

parameters such as F-score, precision, and recall. 

The performances of F-score, recall and precision 

are varied with respect to varying the performance 

of percentages. The overall precision performance 

of OCI-DBN is 81%, SMOTE is 80%, CNN is 90%, 

EDCNN is 93%, and the proposed method is 97%. 

The overall recall performance of OCI-DBN is 80%, 
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SMOTE is 88%, CNN is 89%, EDCNN is 92%, and 

the proposed method is 96%. The overall specificity 

performance of OCI-DBN is 75%, SMOTE is 82%, 

CNN is 84%, EDCNN is 92%, and the proposed 

method is 96%. The overall F-score performance of 

OCI-DBN is 79%, SMOTE is 86%, CNN is 90%, 

EDCNN is 94%, and the proposed method is 97.2%. 

However, the proposed framework outperformed 

superior performances to other existing techniques 

such as OCI-DBN, SMOTE, CNN, and EDCNN for 

heart disease prediction in terms of precision, recall 

and F-score. 

 

 
Fig 6: Comparison based on precision, recall and F-score   

 

The state-of-art MCC, ROC and log loss are 

tabulated in Table 1. The state-of-art techniques 

such as OCI-DBN, SMOTE, CNN, EDCNN and are 

proposed to validate the effectiveness of log loss and 

MCC. The proposed method demonstrated 0.55% 

MCC, 4.26% log loss and 0.94% ROC, which 

provides superior performances in the case of ROC, 

MCC and log loss when compared to OCI-DBN, 

SMOTE, CNN and EDCNN methods.  

 

Table 1: The state-of-art MCC, ROC and log loss 

Methods  MCC (%) Log loss (%) ROC (%) 

OCI-DBN 0.13 15.73 0.87 

SMOTE 0.09 13.24 0.74 

CNN 0.33 18.23 0.68 

EDCNN 0.11 17.32 0.82 

Proposed  0.55 4.26  0.94 

 

6. CONCLUSION 

 

This study presented a novel approach to predicting 

heart diseases in patients using hybrid stacking 

machine learning algorithms in IoT systems. Blood 

pressure, SPO2, and ECG parameters are among 

those that are gathered from the appropriate sensors 

and stored in cloud storage for later processing. To 

remove the useless and blank data, the collected data 

are pre-processed using Min-Max Normalization. 

Simulations are used to compare the proposed 

approaches performance to state-of-art approaches. 

The evaluation of the proposed framework is 

investigated using various kinds of evaluation 

criteria like Matthews' correlation coefficient, log-

loss, sensitivity, ROC, specificity, F1 score, 

precision and accuracy, which are compared with 

the existing methods of OCI-DBN, SMOTE, CNN 

and EDCNN. When compared to the previous 

methods, the proposed framework demonstrated an 

accuracy of 97%, specificity of 97%, the sensitivity 

of 96%, precision of 97%, recall of 96%, F-score of 

97.2%, 0.55% MCC, 4.26% log loss and 0.94% 

ROC. 
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