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Abstract 

 

This research project aimed to develop a voice-controlled system for PowerPoint presentations, 

enabling presenters to navigate slides using voice commands. The project followed a 

comprehensive project development process, including data gathering, requirements analysis, 

design, coding, testing, and evaluation. The primary objective was to investigate the feasibility 

and effectiveness of utilizing voice commands to control PowerPoint presentations. The 

findings of this study revealed the successful development of an application software that 

allows users to send commands to the computer using their voice, enabling seamless navigation 

through slides in a PowerPoint presentation. Notably, the system demonstrated remarkable 

functionality, even when the speaker was located up to 10 meters away from the computer, 

showcasing its wireless capabilities. The voice-controlled system exhibited high levels of 

accuracy, speed, and efficiency, providing an effective and convenient presentation experience. 

By eliminating the need for manual interaction with a keyboard or mouse, presenters were able 

to maintain better engagement with their audience. The voice-controlled functionality 

streamlined the presentation process, reducing the risk of distractions and ensuring a more 

natural and immersive delivery. The developed application software for the Voice-Controlled 

PowerPoint Presentation system offers a valuable and efficient tool for presenters to enhance 

their presentations. By harnessing the power of voice commands, presenters can effortlessly 

navigate through slides and deliver a highly engaging and interactive presentation experience. 

The outcomes of this research contribute to the advancements in presentation technologies, 

particularly in the realm of voice-controlled interfaces. Future research can focus on further 

refining the system's features, expanding compatibility with different versions of PowerPoint, 

and exploring additional voice commands and functionalities. The findings demonstrate the 

effectiveness of the developed application software in facilitating a highly efficient and 

engaging presentation experience for presenters using voice commands in PowerPoint. The 

voice-controlled system presents a significant contribution to the field of presentation 

technologies, revolutionizing the way presentations are delivered and enhancing the overall 

presentation experience. 
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1. Introduction 

 

Certain innovations have spread so widely 

that it is challenging to imagine how 

humanity managed before them. People 

find it difficult to picture living without 

electricity, air travel, automobiles, or 

television nowadays. Microsoft's Office 

suite was one of the technological 

advancements that entered the pantheon of 

technologies that control communication 

methods. Microsoft Word, Microsoft Excel, 

and Microsoft PowerPoint are all used by 

people to write, compute, and put together 

presentations. Only PowerPoint, one of the 

three main products in the Microsoft Office 

Suite, experienced a true counter-culture. 

In the commercial and academic worlds, 

PowerPoint has emerged as the de facto 

presentation tool. Over 30 million 

PowerPoint slideware presentations are 

made every day, according to Microsoft's 

estimate of 250 million PCs with the 

program installed (Amare 299). The new 

chalkboard is now the program. Today, 

presentations and lectures do not officially 

begin until a title slide lights onto a screen. 

Twenty years ago, students expected their 

teachers to start class and write on the 

board. 

 

Voice-controlled systems have gained 

significant attention in recent years, 

offering innovative ways to interact with 

technology and improve user experiences. 

This literature review aims to provide a 

global context for the research project that 

developed a voice-controlled system for 

PowerPoint presentations. By examining 

relevant studies and advancements in 

voice-controlled interfaces and 

presentation technologies, this review 

establishes the foundation for the research 

and highlights its significance In recent 

years, the Philippines has witnessed a surge 

in technological advancements, leading to a 

transformation in various aspects of daily 

life and professional settings. The realm of 

presentation technologies is no exception, 

where innovations have played a vital role 

in enhancing communication and 

knowledge dissemination. One such 

groundbreaking development is the Voice-

Controlled PowerPoint Presentation 

system, which allows presenters to navigate 

slides effortlessly using voice commands. 

This study aims to explore the feasibility 

and effectiveness of employing voice-

controlled interfaces for PowerPoint 

presentations within the continental context 

of the Philippines. 

 

Technological adoption and integration in 

the Philippines have seen significant 

growth, with the country emerging as one 

of the leading adopters of innovative 

technologies in the Southeast Asian region. 

The Philippines' vibrant economy, 

increasing internet penetration, and a 

burgeoning tech-savvy population provide 

a conducive environment for the 

implementation and acceptance of cutting-

edge presentation tools. 

 

The research study on the development of a 

voice-controlled system for PowerPoint 

presentations holds significant implications 

in various areas.It enhances the overall 

presentation experience by allowing 

presenters to navigate slides seamlessly 

while maintaining audience engagement. 

With the elimination of manual interaction 

through keyboards and mice, the voice-

controlled system provides a more natural 

and immersive presentation experience, 

thereby improving communication between 

presenters and their audience. 

 

The voice-controlled system brings 

efficiency and convenience to the 

presentation process. Presenters can 

effortlessly control slides using voice 

commands, eliminating the need for manual 

operations such as searching for the next 

slide or clicking buttons. This not only 

saves time but also reduces distractions 

during presentations. Moreover, the 

system's wireless capabilities enable 

presenters to control slides from a distance 
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of up to 10 meters, providing added 

convenience and flexibility. 

The research contributes to advancements 

in presentation technologies, particularly in 

the realm of voice-controlled interfaces. By 

developing and evaluating a voice-

controlled PowerPoint presentation system, 

the study demonstrates the feasibility and 

effectiveness of utilizing voice commands 

for slide navigation. This opens up 

possibilities for future innovations and 

improvements in presentation tools and 

interfaces, driving the evolution of 

presentation technologies. 

 

The voice-controlled system also enhances 

engagement and audience interaction. With 

reduced reliance on manual interactions, 

presenters can focus more on delivering 

their message, maintaining eye contact with 

the audience, and effectively using 

gestures. This promotes a more interactive 

and immersive presentation environment, 

leading to increased audience engagement 

and improved communication. 

 

Conducting the study within the context of 

the Philippines acknowledges the 

significance of local technological adoption 

and integration. The research recognizes 

the country's growth in technological 

advancements, vibrant economy, increasing 

internet penetration, and tech-savvy 

population. By developing a voice-

controlled system tailored to the specific 

needs and preferences of presenters in the 

Philippines, the study contributes to the 

technological landscape of the region, 

catering to the local context and fostering 

technological advancements. 

The research study on the development of a 

voice-controlled system for PowerPoint 

presentations holds significance in 

enhancing the presentation experience, 

improving efficiency and convenience, 

contributing to advancements in 

presentation technologies, promoting 

engagement and audience interaction, and 

addressing the local context of 

technological adoption. 

 

Despite the widespread use of PowerPoint 

presentations as a standard communication 

tool in commercial and academic settings, 

the traditional manual control methods 

using keyboards or mice can be 

cumbersome and may lead to reduced 

audience engagement. Presenters often face 

challenges in seamlessly navigating 

through slides while maintaining eye 

contact and effective gestures. Additionally, 

presenters who need to move away from the 

computer to interact with the audience 

during presentations may encounter 

limitations due to the physical distance 

from the computer. 

 

Voice-Controlled Power Point Presentation 

was designed to navigate the slides of 

power point presentation. This system 

retains the most important features of voice 

matching by sending voice command to the 

presentation ten meters away from the 

computer. The ultimate purpose of Voice-

Controlled Power Point Presentation is to 

have a better interaction between the 

speaker and its audience.   

 

2. Methodology  

 

The study utilized the project method using 

constructive techniques, the most common 

computer science research method. This 

involve evaluating the project being 

developed against some predefined criteria 

or performing some benchmark tests with 

the prototype. This project refers to the new 

contribution being developed. The existing 

power point presentation use keyboard, 

mouse, and remote control to navigate the 

slides during presentation. The presenters 

are glued to their laptop to change slides. 

They are tucked behind a podium that 

separates them from their audience, leaving 

them guessing at what is being talked about.  

The main components of the project are: 

wireless microphone used to input the voice 

into the computer, computer unit that 

denotes the hardware and software 

including Microsoft Power Point, and the 
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Voice - Controlled for Power Point 

Presentation program that manipulates 

power point presentation by recognizing 

the voice of the speaker using the 

microphone.  

Project Development Process 

 

Data Gathering  
The first phase in the project development 

processing. In this phase, the researcher 

gathered data and information on the 

existing mode of manipulation of power 

point presentation. Power point 

presentation was used in schools, churches 

and offices. During power point 

presentations, speakers use keyboard, 

mouse and remote control to navigate the 

slides of the power point presentation. 

Second, the researcher found that there 

were application software such as 

Microsoft Word and Win amp that were 

manipulated by the so called Speech 

Recognition. Speech recognition software 

recognizes the voice of the user using a 

microphone attached to the computer. 

 

Requirements Analysis  
The researcher analyzed the collected 

information and identified the requirements 

needed in developing voice - controlled 

power point presentation. These 

requirements were taken from the two 

components of the computer system. First 

are the hardware requirements and second 

are the software requirements.  

 

Hardware Requirements 

• One Unit Laptop/Desktop 

Computer with Windows XP Operating 

System 

1 GB Memory 

2 MB HDD 

3* USB 

 

• Wireless Microphone 

WM 300 wireless transmitter 

WM 300 wireless receiver  

Wireless headset microphone. 

Software Requirements 

 

• Operating System 

Windows XP SP 2/ 2003 

• Application Software 

MS Office 2003/XP/2007 

Microsoft English Recognizer v5.1  

 

• Voice – Controlled Power Point 

Presentation 

These were the hardware requirements; 

One Unit Laptop/Desktop Computer with 

the following specifications: Any computer 

that has Windows XP operating system, 1 

GB Memory, 1GB HDD, 3* USB. A 

desktop computer or preferably a laptop is 

needed because the software that was 

developed (Voice – Controlled Power Point 

Presentation) functions using computer 

hardware. The second hardware 

requirement was the wireless microphone 

that is composed of a WM 300 wireless 

transmitter, wireless receiver, and wireless 

headset microphone.  

The following are the software 

requirements; first, the operating systems 

like Windows XP SP 2/ 2003. Second is the 

application software specifically the 

Microsoft Office (2003/XP/2007). 

Microsoft Office contains Microsoft Word, 

Microsoft Excel and Microsoft Power 

Point. This application software is needed 

because the project used the Power Point 

presentation that would be navigated. And 

lastly is the developed project the Voice – 

Controlled Power Point Presentation that 

was used to navigate power point 

presentation using the voice command of 

the speaker. 

 

• Designing – After data gathering 

and determining the requirements needed, it 

was then developed into one composite 

system. Figure 17 in chapter 4 shows the 

combined software features that resulted to 

voice-controlled power point presentation.  

• Coding – In this phase, the 

researcher converted the design of the 

system into machine readable language that 

the computer can understand using Visual 

Basic 6.0 programming language. 

Interfacing between Power Point 
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Presentation and the microphone was also 

included in coding the solution. Then the 

finished product is the designed software. 

• Software Testing and Evaluation - 

After the researcher generated the designed 

software, the researchers with the I.T. 

professionals tested and evaluated the 

program to identify the functionality and 

accuracy of the developed computer 

software.  

These include:    

 

  The speaker must undergo 

ten to twenty minutes of voice training 

using a wireless microphone. The speaker 

reads different passages to train his 

pronunciation and the system would learn 

and recognizes the voice. 

  Test if the system recognizes 

the voice of the speaker. 

  If the system could 

recognize the voice, the speaker could open 

Microsoft Power Point Presentation.  

  The speaker could start 

sending commands to the system as the 

presentation being shown. 

  Test if the system follows 

the voice command like “Next” or 

“Previous”.  

  Test if the system follows 

such command.  

 If error occurs, the researcher went back to 

coding and modifying the instruction and 

logical conditions of the entire project to 

produce the desired result. Shown below is 

the figure of the Software Development 

Life Cycle (SDLC) that is used in the study. 

Included are the five phases namely data 

gathering, requirements analysis, design, 

coding, and testing and evaluation.   

 

3. Results And Discussion 

 

During presentations, the speakers use 

keyboard and mouse in navigating the 

slides of their presentation. When speaking 

they were hooked into their computers and 

the audience were left behind guessing on 

what is the message he was trying to tell. 

The situation creates gap between the 

speaker and the audience.  In some 

cases, the manipulation of the power point 

is done by a second party of which case; the 

natural occurrence appears that what the 

speaker conveys is not the message 

presented on screen. This situation 

obviously creates confusion on what the 

message is conveyed because of the 

discrepancy presented on screen to what is 

conveyed by the speaker on the 

microphone. The existing mode of 

manipulation for power presentation which 

includes:  

 

Speaker. The person who conveys the 

message to its audience. 

Input Devices. These were composed of 

keyboard, mouse, and a remote control 

which enables the user to enter commands 

to manipulate power point presentations. 

Application Software. Collection of 

programs or instructions which performs 

specific task like word processing, 

spreadsheets, and presentations.  

   

Power Point Presentation. A presentation 

software or computer program used to 

organize and present information in a slide 

show. 

During presentation the speaker uses input 

devices such as keyboard, mouse and 

remote control to send commands to 

computer programs in which presentation 

slides navigates. Input devices accept 

commands from the speaker and convert 

the command into machine readable 

language. Computer programs execute the 

commands and power point slides in the 

audience view navigate. 

 

In this study, the project design is a hands-

free control of navigating power point 

sides. The speaker uses voice command to 

navigate the slides of the presentation. First, 

the designed software starts, then opening a 

power point presentation follows. When the 

speaker sends voice command using 

wireless microphone the voice signal was 

received by the microphone and sent to the 

computer through the microphone 
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transmitter and receiver. Then the designed 

software matches the data to the commands 

in power point, then if it matches power 

point navigation will occur.  

 

Shown below is a systematic block diagram 

of voice recognition system for power point 

presentation; each component has the 

following function. The microphone 1 

converts the voice (speech input) to an 

electrical voice signal constituted by the 

voice sound portion and the non-voice 

sound portion.  

 

  

The presented systematic block diagram 

outlines a voice recognition system 

designed specifically for PowerPoint 

presentations. This system aims to enable 

presenters to control slide navigation using 

voice commands, offering a more 

convenient and interactive presentation 

experience. Let's discuss the key 

components and their functions in detail. 

 

1. Microphone: The microphone 

captures the speech input and converts it 

into an electrical voice signal, comprising 

both the voice sound portion and the non-

voice sound portion. It serves as the 

primary input device for the voice 

recognition system. 

2. Acoustic Processing Unit: This unit 

performs acoustic analysis on the electrical 

voice signal by detecting its power and 

spectrum. The power and spectrum are 

measured over specific time intervals, 

ranging from milliseconds to tens of 

milliseconds. The acoustic processing unit 

also converts the electrical voice signal into 

feature time-series data, providing essential 

information for further analysis and 

recognition. 

3. Voice Section Detection Unit: This 

unit receives the power time-series data 

from the acoustic processing unit. It utilizes 

a power threshold level (Pth) and a time 

threshold level (Lth) to detect the start point 

and end point of the voice sound, ultimately 

determining the end decision point. By 

accurately identifying the voice sections 

within the signal, this unit enables precise 

recognition and analysis of the voice 

commands. 

4. Parameter Buffer: The parameter 

buffer acts as a temporary storage unit for 

the spectrum time-series data obtained from 

the acoustic processing unit. It holds this 

data until it is required for recognition and 

comparison with word templates. 

5. Recognition Unit: This unit receives 

the voice sound's start point and end point 

candidates from the voice section detection 
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unit. It also receives the spectrum time-

series data corresponding to the voice 

sound from the parameter buffer. The 

recognition unit compares the received 

spectrum data with the word templates 

stored in the word dictionary. Using 

methods like Dynamic Programming (DP) 

matching, it calculates the degree of 

similarity (or distance or probability) 

between the spectrum data and each word 

template. The results are then outputted to 

the sorting unit. 

6. Word Dictionary: The word 

dictionary stores word numbers, word 

labels, and word templates (feature time-

series data). It serves as a reference for 

matching and recognizing voice 

commands. The word templates are ordered 

based on the frequency of use of each word, 

allowing for efficient recognition and 

sorting. 

7. Sorting Unit: The sorting unit 

receives the word number and the degree of 

similarity from the recognition unit. It 

arranges the words in the order of 

similarity, with words having higher 

degrees of similarity ranked at the upper 

end. This sorting process ensures accurate 

recognition and enhances the system's 

effectiveness. 

8. Temporary Memory: The 

temporary memory stores the recognized 

data after sorting. It preserves the results for 

further processing and display purposes. 

9. Selection Unit: The selection unit 

retrieves the word labels corresponding to 

the word numbers of the top word candidate 

from the word dictionary. It transfers this 

word to the matching unit when the end 

decision signal is detected from the voice 

section detection unit. Additionally, when 

the candidate selection switch is activated 

by the operator, the selection unit reads the 

word label corresponding to the word 

number of the next word candidate and 

transfers it to the matching unit. This allows 

for flexible and manual selection of 

alternative word candidates. 

10. Candidate Selection Switch: The 

candidate selection switch is operated by 

the presenter. It enables the request for the 

display of another word candidate when the 

matching unit does not contain the desired 

word after recognition. 

11. Word Frequency Dictionary: The 

word frequency dictionary stores words 

along with their frequency of use. This 

information can be utilized for sorting and 

prioritizing words based on their usage 

frequency, enhancing the overall efficiency 

of the voice recognition system. 

12. Word Dictionary Sorting Unit: 

Positioned between the word dictionary and 

the word frequency dictionary, this sorting 

unit arranges words in the word dictionary 

based on their frequency of use. By sorting 

the word dictionary according 

 

 

 

 

 

 

 

 

 

 

 

 

 

The accuracy of the software was measured 

through the software evaluation conducted 

by selected IT Professionals. The results 

obtained from the evaluation of the 

designed software are found in Table 4. It 

was found to be accurate, efficient, and fast 
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and equipped with all the features needed 

by end-users.   Speed was tested by 

measuring the time power point slide 

navigates when the speaker send 

commands. Computer speed on which the 

software runs was also considered. 

Efficiency of the software was also 

measured on its level of performance and 

the amount of resources used.  System users 

together with the researcher had undergone 

testing and evaluation of the designed voice 

recognition system for power point 

presentation. These include:    

 

• First the speaker must undergo ten 

to twenty minutes of voice training using a 

wireless microphone. The speaker reads 

different passages to train his pronunciation 

and the system would learn and recognizes 

the voice. 

• Test if the system recognizes the 

voice of the speaker. 

• If the system could recognize the 

voice, the speaker could open Microsoft 

Power Point Presentation.  

• The speaker could start sending 

commands to the system as the presentation 

being shown. 

• Test if the system follows the voice 

command like “Next” or “Previous”.  

The following were the features of some 

software applications that use speech 

recognition technology: 

Voice Recognition System for Microsoft 

Word 

• Computer user may use his voice to 

send commands to the computer using a 

headset microphone.  

• It accepts voice command of either 

male or female. 

• The user used a headset microphone 

attached to the computer.  

• Offers voice training to the user. 

Voice Recognition System for Winamp 

• Computer user use his voice to send 

commands to the computer  

• The user used a headset microphone 

attached to the computer.  

• It accepts voice command of either 

male or female. 

Voice-Controlled Power Point Presentation.  

 It is a collection of different features 

of similar systems combined into one 

system. The system has the following 

features: 

• Accepts voice command from the 

speaker; 

• Accepts voice of either male or 

female is acceptable; 

• Accepts well pronounced 

commands from the speaker; 

• Accepts voice commands to 

navigate the slides of the presentation. 

• The speaker may use his voice to 

send commands like navigating the slide of 

the presentation 10 meters away from the 

computer; 

• The system has power point 

command training. 

• And the system has the capability to 

read the presentation itself in behalf of the 

speaker.
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4. Conclusion  

 

Based on the findings of the study, the 

researcher concludes that Voice – 

Controlled Power Point Presentation is 

accurate and efficient in controlling power 

point presentations. 
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