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Abstract 

This paper describes how we can design and implement a Distributed Key Value Store using a 

programming language specifically the Golang programming language. Distributed Key Value Store has 

become majorly essential these days with the large amount of user data being generated on a day to day 

basis. This data needs to be organized and stored in a DataBase that is easy to query and manipulate. This 

approach is required when the DataBase usually involves frequent retrieval requests like Read, Write and 

Delete. Prior to the introduction of Distributed KVs, Single Storage Key Value pair would be used but 

one node store could not keep up with issues like sudden increase in demand of certain resource and 

would mostly be center of single point of failure where if the server shuts down abruptly it would lead to 

major customer loss and business as a whole. Due to this, Distributed KVs came up with the idea of 

distributing keys and values on multiple servers and instances so that reliability and overall performance 

of the system could be improved. The Golang programming language was chosen for its simplicity, 

readability, and performance, which makes it an ideal choice for developing a Distributed Key Values 

Store. 
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Introduction  

Distributed Key Value Store can be described as a modern solution for most high-data oriented 

organizations and companies where top priority is user satisfaction by fulfilling their needs and demands. 

Whether it is launching a new product or providing services to users, it is very much important to keep 

user requirements in mind in order to present the best possible experience of the product to users. To meet 

this condition the first thing that comes is user data of any form likes, dislikes, profile customisation and 

much more. As the data and content increases with more users accessing a platform, the complexity of 

handling such a huge amount of data also increases. Hence there was a need to develop a system that 

could take control of big data without any loss.  

Initially, many methods were introduced that are discussed below: 

 

Distributed computing was developed for easy access, process, and analyzing data using technologies 

like Apache Hadoop, Apache Spark where data processing is performed across multiple nodes and 
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servers. This leads to efficient and faster processing of large volumes of data. NoSQL databases are 

designed for handling unstructured and semi-structured data.  Some examples include MongoDB, 

Cassandra etc. In-memory computing method suggests storing data in direct RAM instead of Disk 

which can also help in increasing processing speed. Data-streaming method involves processing and 

analyzing data in real-time rather than storing it in batches and then performing operations. This is helpful 

to significantly improve user interaction by reducing time. Machine learning involves using algorithms 

and programs to analyze and predict patterns in data so that more user friendly products and services can 

be built. Some commonly used applications for this purpose are TensorFlow, PyTorch etc. 

 

Of the approaches discussed above, NoSQL databases which have the capability of storing and 

managing unstructured and semi-structured data stood out in terms of flexibility, efficiency and 

complexity while dealing with huge amounts of data that is big data. And it is inferred that this should be 

chosen for further operations. NoSQL databases could offer many approaches like document and 

collection based approach in MongoDB, key-value storage method for Cassandra, Redis etc. 

 

After many application testing, and operations it was found that using key-value storage methods in 

NoSQL databases would be much helpful considering the evolution of big data and cloud computing. 

Key-value store refers to the concept of storing data in the form of key-value pairs in which each data is 

represented by a unique key and data is accessed and manipulated using this key. Key-value is introduced 

so that operations like indexing and searching of data could be queried and done in minimum possible 

time. Here keys are usually strings or integers type while values can be of any type like texts, numbers or 

binary data.  

 

At first a single node or server was used to implement and store data of key-value form for accessing and 

manipulating data. But with the sudden boost in big data and cloud computing , data started increasing 

with new users signing up and registering for products and services. Single node method would fail at 

this point because it was not built to handle such enormous data. Hence distributed key-value storage 

method is introduced to manage scalability issues that could not be handled in a single server method. 

 

A distributed key-value store is a type of database storage system specifically designed to store and 

manage data as key-value pairs that are distributed across multiple networked servers and nodes. In a 

distributed key-value store, data is partitioned and replicated across multiple nodes in the cluster to 

provide fault tolerance and high availability. Some important features provided by a distributed key-

value are described below: 

 

The very first feature is Scalability in which Distributed key-value stores are designed to be horizontally 

scalable which is implemented using a method termed sharding in which data is held and distributed on 

the basis of tuples and not columns. Next being Fault tolerance implies that Distributed key-value must 

replicate data across multiple nodes to ensure that data remains available even in the event of node 

failures. The following is High availability to confirm Distributed key-value stores provide high 

availability by ensuring that data is accessible even in the case of nodes unavailability or failure. Data 

partitioning means Distributed key-value stores partition data across multiple nodes to ensure that data is 

distributed evenly and efficiently across the cluster. The last is Data replication so that Distributed key-

value stores replicate data across multiple nodes to provide fault tolerance and high availability. 
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Overall, distributed key-value stores are built to be scalable, fault-tolerant and highly-available. These are 

designed to handle large volumes of data spread across multiple networked nodes.  

 

Consensus Problem 

  

Single Server architecture could not handle large numbers of requests and traffic. Modern society requires 

highly reliable and available systems in order to  execute and meet their needs and demands. Single 

machine concept was not able to keep up with the expectations as these are more susceptible to crashes 

and downtime with increase in traffic and network.  

 

Developing multiple machines that could perform the same tasks and provide response in seconds with 

minimal hassle for users was the need of the hour. For multiple machines to coordinate they all must have 

a strong network connection, high availability and resilient to any kind of system failure.  

 

Consensus is a fundamental part of building replicated systems and getting such machines to work 

together. For multiple machines to work together there needs to be some kind of agreement protocol that 

all machines in the system can follow to achieve a desired result. Consensus problem is described as the 

process in which multiple nodes or servers try to agree on a single value to fulfill a common goal. A 

coordination process is required so all nodes can follow the same steps to get a value.  

 

To obtain correct result, a consensus algorithm must follow the properties of Agreement, Validity and 

Termination. In Agreement, every non-faulty node or server must agree on the same value. Validity lays 

emphasis that the value to be agreed on must have been offered by another process as well so that 

majority can be counted and decision can be made. Termination includes the method in which every 

correct process eventually decides on a value and replicates the decision to execute it. 

 

What is a non-faulty node? In practical situations, a node that crashes abruptly by sending no response to 

a message sent by another node, acts strangely like not agreeing to a common value, or gets hacked are 

termed to be faulty and are undesirable while making critical decisions in consensus problems as these 

might lead to wrong output.  

 

To create a software application that is highly reliable and available, it becomes crucial for the program to 

be active all the time so that each client request is served. To ensure this condition, it is important to keep 

the application code on several machines or servers so that a high number of client requests can be served 

even if one or more nodes suffer any downtime or network failure. This process of replicating the 

program code on several machines and nodes also helps to distribute requests load to different servers 

thereby reducing overall workload of single node as in case of single server systems. 

 

Raft Algorithm 

When we want to make our computer program reliable and believe every server is acting and serving 

requests it is important to have strong network connection between these servers in order to ensure 

consistency and availability of data among all servers.  
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Raft Consensus Algorithm was introduced to deal with this concept. It is often referred to as a 

distributed consensus algorithm. In this algorithm a leader is chosen that ensures that each and every 

node in the system agrees to common value and acts in accordance with that agreed value. It solves the 

problem of getting multiple servers to agree on a shared state even in the face of failures. The shared 

status is usually a data structure supported by a replicated log. 

 

Raft initiates by electing a leader in the cluster. The leader is responsible for accepting client requests, 

interactions and managing the logs. The data flows only in one direction: from leader to other servers. All 

servers except Leader is a follower that responds to commands issued by the Leader through the client. 

Candidate refers to a temporary state that is used by servers during the Leader election process to depict 

their potential candidacy.  

 

Raft divides consensus into three smaller issues: 

 

The first process of Leader Election involves Election of a new leader in the event of the situation of 

current Leader failure. The next step is Log replication in which By replication, the leader must keep all 

servers’ logs up to date with its own. The last process revolves around State Machine Safety such that 

No other server may apply a different log entry for a given index if one of the servers has already 

committed a log entry at that index. 

 

Importance of Raft 

Reliability, Consistency and Safety are the main components due to which Raft Algorithm seems 

appropriate to deal with the situation of replication of a computer program to multiple servers. These 

components are managed and presented through this algorithm in the following ways: 

 

Safety means there should only be one and only one leader at any point in time by ensuring only one vote 

is sent out by every server and further refusing to accept requests of other candidates. And persist this 

data on disk to avoid crash failure etc. 

 

Liveness means there must not be any situation where the system is running out of leader server. Every 

server must start an election timeout randomly to avoid election collision with another server. In this 

condition, whichever server has lesser T value will start before than any other server and eventually gain 

votes and win the elections.  

 

The above mentioned features further enhance the Raft Algorithm to succeed in meeting with crucial 

conditions like Fault Tolerance and availability of the entire system.  

Compared to other algorithms like Paxos, Raft is easier to understand, and implement. Some other 

reasons why Raft should be considered are: Simplicity as Raft Algorithm is the most easily 

understandable consensus algorithm which makes it easier to implement as compared to Paxos. 

Availability is implemented in Raft and is designed in a way to be highly available even in situations like 

server downtime and node failure. Safety features in this algorithm helps ensure there is always a safety 

mechanism up and running in the system like the Leader Re-election process if no leader is elected in a 

certain term, sending heartBeat messages etc. 
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Design and Implementation of Proposed Systems 

Raft uses a state machine to ensure that each node in the cluster agrees upon the same series of state 

transformations. Each node in the cluster has three possible states: Follower, Candidate or Leader. The 

Follower node accepts write operations from the leader. Candidate node has the same responsibilities as 

the follower node but it is also a potential leader. The Leader node is responsible for accepting requests 

from the clients and controlling other nodes. 

 

In this algorithm, Time is divided into terms. Each term consists of two situations-leader election and 

operations. In case no leader is elected, time automatically proceeds to the next term that elects a leader. 

Each server maintains the term number in order to not contain any outdated information. Each server 

starts as a follower. For followers to ensure that there exists an active leader with these followers, the 

leader of the system is expected to send out heartbeat messages or remote procedure/function call that are 

basically empty RPCs on a regular basis. a certain amount of time is allotted, that is election timeOut then 

followers believe there's no leader among them and a new election process has to take place. 

 

 
 

Raft synchronizes changes with the help of replicated logs. Every change submitted to the Raft cluster is a 

log entry that gets stored and replicated to the followers in the cluster. The log is constructed as a linear 

sequence of commands that should be applied to the state machine. If a node in the Raft cluster crashes 

then it is brought back up by replaying all the commands in log through the state machine. 

 

 
 

For implementing our distributed key value store, we have made use of hashicorp raft and raft-boltdb 

golang packages. Hashicorp raft is a library that is used for managing replicated log and replicated state 

machines. Each node in the cluster will need a permanent storage to store the append-only log. We shall 

be using raft-boltdb package to implement that storage. This package exports the BoltStore which is an 

implementation of both a LogStore and StableStore. We have implemented get, set and delete methods 
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for the values in our key-value store. We have exposed these methods to the user with the help of HTTP 

APIs written in go.  

 

As defined before, logs are append only sequence of records. They play a very crucial role in the design 

of distributed applications. They allow us to implement algorithms like version control, replication and 

consensus very easily. A log entry consists of the following components: index, term and command. 

Index is an increasing sequence number for each entry in the log. Term is basically a logical clock, a 

counter value indicating the current term when the leader receives the entry from the client. Command is 

the instruction given by the client. These logs are replicated across all the nodes for maintaining 

consistency in the system. When a client sends a write request to the Raft cluster, the leader node appends 

that entry to its log and sends an AppendEntries RPC to all the follower nodes. The follower nodes then 

append that log entry to their own logs. 

 

Raft Finite State Machine is responsible for executing commands from the replicated log. The state 

machines ensure that the commands are executed from the replicated log in a deterministic manner across 

all the nodes in the cluster. The state machine on each node applies the command to its local state in the 

same order as it was executed on the leader's state machine. It has the following three methods, Apply is 

invoked after commiting a log entry. Snapshot is periodically called to snapshot the state of the FSM. 

Restore  is used for restoring an FSM from the snapshot. 

 

 
 

 

Sharding is a frequently used technique in Databases. This method is helpful when there is a need to 

spread and distribute data on multiple servers. This situation is often observed in databases when the data 

being generated is huge and a single server fails to keep up with the requirements and When there is a 

sudden burst in the number of queries being made to the database which leads to increasing traffic due to 

high rise in demand of users and clients.  

 

This condition gives rise to CPU exhaustion and memory running out of space thereby reducing the 

overall efficiency of the system. Sharding utilizes the idea of horizontal partitioning to evenly distribute 

the data across several existing servers so that the huge load of queries and requests could be handled. In 

the concept of horizontal partition, rows are held separately and are stored on database servers. This 

method helps in fast retrieval of search queries as the indexing of each row is greatly improved. This is 
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the base technique which is most commonly used in the process of load balancing and managing increase 

in traffic. In this method, a large dataset is broken into smaller pieces called shards and are distributed 

across servers. Then these database servers and nodes are responsible for locating and serving the client 

requests. Sharding uses the method of consistent hashing to get an index and store the desired shard on a 

particular server and evenly distribute data on all servers. 

 

Consistent hashing is a technique used to map keys to nodes in a distributed key-value store. It ensures 

that the load is evenly distributed across the nodes. Consistent hashing also ensures that the system can 

scale dynamically as nodes are added or removed. 

 

Conclusion 

In this paper we present how we can implement distributed key-value stores to design highly scalable and 

available distributed systems. We highlight the need for key-value stores in large scale distributed 

systems and the methodology to implement them in golang with the help of the Raft protocol. 
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