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Abstract— 

In the current era of internet, high volume of data is generated rapidly and made available in data repositories. 

Big Data supports in understanding, tracking, and managing the spread of the COVID virus, as well as 

developing strategies to combat its impact. The present paper presents a big data solution for analysing 

voluminous COVID-19 epidemiological data. The present work also presents the solution that helps users to 

get a better understanding of information about the confirmed cases of COVID-19. Evaluation of the results 

show the benefits of this data science solution in discovering useful knowledge from big COVID-19 data. 
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Introduction: 

The COVID-19 pandemic has brought 

unprecedented challenges, necessitating innovative 

approaches to disease surveillance, epidemiology, 

and public health interventions. Big Data Science, 

which involves the collection, analysis, and 

interpretation of vast and complex datasets, has 

played a pivotal role in addressing these challenges. 

 

Big Data Science, characterized by the collection, 

analysis, and interpretation of vast and complex 

datasets, has played a critical role in the COVID-19 

response. This approach encompasses various data 

sources, including clinical data, epidemiological 

data, genomic sequences, mobility data, social 

media content, and more. It has allowed 

researchers, healthcare professionals, and 

policymakers to gain insights into the virus's 

transmission dynamics, clinical outcomes, and the 

effectiveness of interventions. 

 

One of the primary applications of Big Data 

Science in the context of COVID-19 is in 

epidemiological modelling. Through the 

integration of diverse data sources, researchers 

have developed models that predict the disease's 

spread, identify potential hotspots, and evaluate the 

impact of public health measures. These models 

have been invaluable in guiding policy decisions 

and resource allocation. 

 

Additionally, genomic sequencing data has been a 

cornerstone of understanding the virus's genetic 

variability, which is crucial for the development of 

vaccines and treatments. The analysis of viral 

genomes using Big Data techniques has enabled the 

rapid development of effective vaccines and the 

monitoring of new variants of concern. 

 

Big Data Science has also proven vital in real-time 

surveillance and monitoring. Mobile phone data, 

social media sentiment analysis, and other digital 

data sources have been leveraged to track 

population movements, public compliance with 

health measures, and public sentiment, aiding in the 

rapid response to changing circumstances. 

 

Despite its remarkable contributions, Big Data 

Science in the context of COVID-19 faces several 

challenges, including data privacy concerns, data 

quality issues, and the need for harmonization and 

standardization of data across regions. Ethical 

considerations surrounding the use of personal data 

also pose significant challenges. 

 

Looking forward, the potential for Big Data 

Science in the fight against COVID-19 is vast. As 

more data sources become available and as data 

analysis techniques continue to advance, the ability 

to predict outbreaks, monitor vaccine distribution, 

and identify new therapeutic options will be greatly 

enhanced. However, addressing ethical and privacy 

concerns and ensuring equitable access to data-

driven solutions will be essential as we continue to 

navigate the pandemic. 

 

In the current era of big data [1-6], high volume of 

big data can be generated and collected from a wide 

variety of rich data sources at a rapid rate. Due to 

differences in level of veracity, some of these big 

data are precise while some others are imprecise 

and uncertain. Embedded in these big data are 

useful information and valuable knowledge that 

can be discovered by big data science and 

engineering (BigDataSE) [7-9], which applies 

techniques from various related areas—such as 

data mining [10-15], machine learning [16-19], as 

well as mathematical and statistical modelling 

[20]—to real-life applications and services and/or 

for social good. Examples of rich sources of these 

valuable big data include: images of people or 

products (e.g., human face, agricultural products) 

[21, 22]; entertainment or games (e.g., movies, 

chess) [23, 24]; networks (e.g., co-authorship 

networks [25], communication networks [6], 

sensor networks [26], social networks) [27-31]; 

stock markets [32, 33]; traffic conditions [34-38]; 

music [39, 40]; as well as healthcare, bio-medical, 

and/or bio-engineering applications (e.g., disease 

reports [41, 42], genomic data like genomic data 

[43, 44], epidemiological data and statistics [45-

47]). 

 

Scope of the Present Work: 

Big Data Science has been a crucial component of 

the global response to COVID-19, providing the 

tools and insights necessary to understand and 

combat the virus effectively. Its applications in 

epidemiology, genomics, and real-time monitoring 

have proven invaluable. As the pandemic continues 

to evolve, Big Data Science will remain a key asset 

in this effort to mitigate its impact. 

 

Methodology: 

Knowledge discovered from these big data would 

be valuable. For instance, knowledge discovered 

from the epidemiological data—such as data 

related to cases who suffered from viral diseases 

like (a) severe acute respiratory syndrome (SARS) 

that broke out in 2002–2004, (b) Middle East 

respiratory syndrome (MERS) that broke out in 

2012–2015, and (c) coronavirus disease 2019 

(COVID-19) that broke out in 2019 and became 

pandemic in 2020—helps researchers, 
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epidemiologists and policy makers to get a better 

understanding of the disease. This, in turn, may 

inspire them to come up ways to detect, control and 

combat the disease. 

 

Partially because of the COVID-19 pandemic, 

many researchers have explored different aspects 

of the COVID-19. These include clinical and 

treatment information [48, 49], as well as drug 

discovery [50, 51], related on research medical and 

health sciences. In contrast, we—as computer 

scientists with expertise in data science and 

engineering—focus on a data science and 

engineering aspect of epidemiological data. 

Epidemiological data are excellent examples in 

illustrating the common 7V’s for characterizing big 

data:  Due to the high number of cumulative 

COVID-19 cases (e.g., more than 53 million 

cumulative COVID-19 cases globally [52] as of 

November 15, 2020), the volume of 

epidemiological data is huge.  With the high 

number of new COVID-19 cases, new data are 

generated at a high velocity (e.g., about 594 

thousand daily new cases globally [52] on 

November 15, 2020— which sadly implies more 

than 400 new COVID-19 cases per minute, or close 

to 7 new cases per second, globally). These new 

data are usually reported on a daily basis. These 

data are usually collected from a wide variety of 

data sources (e.g., regional health authorities within 

a province, from which data are integrated and 

reported at higher levels such as a national level). 

For instance, in the Canadian province of 

Manitoba, COVID-19 data can be gathered from 

Winnipeg Regional Health Authority (WRHA) and 

four other health authorities1. Moreover, a wide 

variety of data (e.g., gender, age, symptoms, 

clinical course and outcomes, transmission 

methods) are collected too. 

 

Partially due to the fast dissemination of the 

information and partially due to the privacy-

preservation of the individual cases, some details 

(e.g., transmission methods) of the cases are 

unstated or unknown. This leads to data of different 

veracity—some data are precise while some are 

imprecise and uncertain [53, 54]. To elaborate, it is 

not unusual to have known values for some of the 

attributes (e.g., known hospitalization status like 

“hospitalized and admitted to the intensive care unit 

(ICU)”) but unknown/NULL values for some 

others (e.g., unstated transmission methods of 

disease). Moreover, some data are quite detailed 

(e.g., “on January 23, a 56-year old male presented 

to Sunnybrook Health Sciences Centre in Toronto 

with a new onset of fever and non-productive 

cough following return from Wuhan, China, the 

day prior” [55]), whereas some other data are more 

abstract and general (e.g., “on Week 3—i.e., the 

third full week—of 2020, a male in his 50s—who 

was transmitted through international travel—in 

the province of Ontario showed symptoms of fever 

and cough”) to preserving the privacy [56-59] of 

individual cases. 

 

Partially because of the COVID-19 pandemic, 

many researchers have explored on different 

aspects of the COVID-19 disease. These led to 

numerous works on COVID-19 in different 

disciplines or areas:  For medical and health 

sciences, there have been (a) systematic reviews on 

literature about medical research on COVID-19 

[61, 62], (b) clinical and treatment information [48, 

49], as well as (c) drug discovery and vaccine 

development [50, 51]. For social sciences, there 

have been studies on crisis management for the 

COVID-19 outbreak [63]. For natural sciences and 

engineering (NSE), there have been works focusing 

on (a) artificial intelligence (AI)- driven 

informatics, sensing, imaging for tracking, testing, 

diagnosis, treatment and prognosis [64]—such as 

those imaging-based diagnosis of COVID-19 using 

chest computed tomography (CT) images [65, 

66]—and (b) mathematical modelling of the spread 

of COVID-19 [67].  

 

The current paper is also for NSE by taking on a 

computational favor. However, our designed and 

developed data science solution examines textual-

based COVID-19 epidemiological data (rather than 

images). Instead of projecting the spread of the 

disease, this data science solution discovers 

common characteristics among COVID-19 cases 

belonging to a certain gender, age group 

combination, and compares them with those 

belonging to other combinations. The discovered 

knowledge helps users to get a better understanding 

of information about the confirmed cases of 

COVID-19. Although this solution is designed for 

big data science of COVID-19 data, it would be 

applicable to data science of other big data in many 

real-life applications and services. 

 

1) Data Collection, Integration and 

Preprocessing 

To evaluate and demonstrate the usefulness of this 

data science solution, we tested it with different 

COVID-19 

epidemiological data including the Canada cases 

from Statistics Canada2 [68, 69]. With this dataset, 

data have been collected and integrated from 

provincial and territorial public health authorities 

by the Public Health Agency of Canada (PHAC). 



Covid-19 Analysis Using Bigdata Algorithms  Section A-Research Paper 

 

Eur. Chem. Bull. 2022, 11(Regular Issue12), 2403 –2413 2406 

We preprocess data and generalize some attributes 

to obtain a dataset with the following attributes: 

1. A unique privacy-preserving identifier for each 

case 

2. A generalized region/location 

3. Episode week (or onset week of symptoms): 

From Week 3 (i.e., week of January 19-25, 2020) 

to now 

4. Gender (cf. sex at birth, which consists of male 

and female), including (a) male, (b) female, (c) 

others including unstated gender and non-binary 

gender (e.g., 

lesbian, gay, bisexual, transgender, queer/ 

questioning, two-spirited (LGBTQ2+)). 

5. Age group: ≤ 19, 20s, 30s, 40s, 50s, 60s, 70s, and 

≥ 80s. 

6. Occupation group, including: 

a) healthcare worker, 

b) school or daycare worker (or attendee), 

c) long-term care resident, and 

d) other occupation. 

7. Asymptomatic: Yes and No 

8. Set of 13 symptoms, including cough, fever, 

chills, sore throat, runny nose, shortness of breath, 

nausea, headache, weakness, pain, irritability, 

diarrhea, and other symptoms. 

9. Hospital status, including: 

a) hospitalized in the ICU, 

b) hospitalized but not in the ICU, and 

c) not hospitalized. 

10. Transmission method, including: 

a) community exposures, and 

b) travel exposures. 

11. Clinical outcome: Recovered and death 

12. Recovery week As of November 12, 2020, the 

dataset has captured 

209,811 COVID-19 cases in Canada. Among them, 

190,108 cases with stated episode week. Moreover, 

although the first Canadian case occurred in Week 

3, there were not more than two new daily cases for 

following few weeks. To preserve 17 privacy of 

these early cases and to cumulate statistically 

significant mass for analysis, cases from Weeks 3-

8 were grouped into (Episode) Week 8 (February 

23-29) with 107 cases. From Week 9 onward, the 

data reflect their reported episode weeks. 

 

Results and Discussions: 

Among 12 aforementioned attributes, we examine 

16 combinations of gender, age group. In addition, 

also compared the COVID-19 case distribution 

with the 

corresponding distribution of the estimated 

Canadian population (for July 2020) [70]. See Fig. 

1 for the population distribution.  

 

 

 
Fig. 1. Distribution of estimated population for July 2020. 

 

2) Big Data Science on Cases:  

Once the data are pre-processed, this data science 

solution first analyses and mines the national data. 

With 201,341 COVID-19 cases with stated gender 

and age (out of an estimated Canadian population 

of 38,005,238), the solution reveals that about 

0.53% of the population contacted the disease. 
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Fig. 2. Distribution of cumulative COVID-19 cases as of Nov 12, 2020. 

 

TABLE I. DISTRIBUTION OF CUMULATIVE COVID-19 CASES (AND PERCENTAGES WITH 

RESPECT TO POPULATION OF THE CORREPONDING GENDER, AGE GROUP COMBINATION AS 

OF NOVEMBER 12, 2020 

 
 

Then, this data science solution analyses and mines 

all 16 gender, age group combinations. The 

resulting distribution of COVID-19 cases is shown 

in Fig. 2 and Table I. The bar chart reveals that (a) 

despite being the most populated age groups, youth 

of 0-19 does not have the highest number of cases. 

Instead, (b) youth of 20s have the highest number. 

In contrast, (c) seniors in their 70s have the lowest 

number of cases. Moreover, (d) female in their 80s 

have more cases than their male counterparts. 

 

Table I confirms the above observations. 

Moreover, it also reveals that (a) age groups 20s-

40s and 80+ (as well as female in their 50s) appear 

to be more vulnerable to the disease as they have 

higher COVID-19 percentages than the national 

norm. Here, the percentage is computed by dividing 

the number of cases in a specific group (i.e., a 

specific gender, age group  combination) by the 

population of the corresponding combination. For 

instance, 19,049 cases of male in their 20s 

correspond to 0.28% of this population group of 

about 2.6 million male in their 20s. (b) Among all 

age groups, seniors in 80+ have the highest risk—

with a COVID-19 percentage of 1.31% of their 

corresponding population (cf. the national norm of 

0.53% of the national population). 

The table also reveals that (c) female appears to be 

slightly more vulnerable to the disease than their 

male counterparts. (d) In all age groups from 0-59, 

percentages of female COVID- 19 cases are 

slightly higher than their male counterparts. (e) For 

age groups 60s-70s, the opposite is observed. (f) 

Among all age groups, female in their 80+ have the 
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highest risk—with a COVID-19 percentage of 

1.49% of their corresponding population (cf. 1.04% 

of male in 80+). 

 

3) Big Data Science on Hospital Status 

In addition to examining the cumulative cases, this 

solution also examines the hospital status among 

the 16 combinations. Table II reveals that, (a) as the 

age increases, the absolute number of hospitalized 

cases also increases. When combined with Table I, 

we observe that (b) despite the number of cases 

decreases from age groups 20s to 70s, the number 

of hospitalization increases. This means that, when 

young people catches COVID-19, a majority of 

them do not need to be hospitalized. When people 

age, their chance of requiring hospitalization once 

they catch COVID-19 increases. (c) Between the 

two genders, more male in their 30+ are 

admitted into the ICU than female. 

 

Cells in Table III shows the percentage of 

hospitalized cases with respect to COVID-19 

patients in their corresponding gender, age group 

combination. For instance, 38 male COVID-19 

patients in their 20s admitted to the ICU (as shown 

in Table II) account for 0.77% (as shown in Table 

III) of all 19,049 male COVID-19 patients in their 

20s. Table III reveals that, (a) for seniors 60+, the 

hospitalization percentages among all COVID-19 

cases are high—ranging from 14.01% to 25.57% 

(cf. national norm of 7.05%)—and peak at 70s. In 

particular, (b) males in their 70s have highest 

percentages of both ICU admission (8.51% wrt 

COVID-19 cases for males in 70s) and 

hospitalization (8.51%+20.02% = 28.53%). In 

contrast, (c) males in their 80s have the highest 

percentage of non-ICU hospitalization (23.70%). 

 

Population (In Millions TABLE II. 

CUMULATIVE NUMBER OF HOSPITALIZATION AS OF NOVEMBER 12, 2020 

 
 

TABLE III. PERCENTAGE OF HOSPITALIZATION WITH RESPECT TO COVID-19 CASES OF THE 

CORREPONDING GENDER, AGE GROUP- COMBINATION AS OF NOVEMBER 12, 2020 

 
 

4) Big Data Science on Occupation Groups  

This solution also examines different occupation 

groups. Table IV shows the number of healthcare 

workers for some gender, age group-combinations 

(and their percentages w.r.t. COVID-19 cases in the 

corresponding combination). It reveals that (a) 

female healthcare workers in their 30s-50s account 

for more than a quarter of COVID-19 cases in their 
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respective combinations. For instance, 5,308 

(33.49%) of 15,851 COVID- 19 cases for females 

in their 40s are healthcare workers. (b) In terms of 

both absolute number (in terms of cases) and 

relative number (w.r.t. cases in their combinations), 

female healthcare 

workers have much higher numbers (about 4x 

higher) than their male counterparts. For 

completeness, Table IV also includes the total 

numbers for all age groups (including 0-19 and 

70+) in the bottom row. 

 

TABLE IV. NUMBER OF HEALTHCARE WORKERS (AND THEIR PERCENTAGE WITH RESPECT 

TO COVID-19 CASES OF THE CORREPONDING GENDER, AGE GROUP COMBINATION) AS OF 

NOVEMBER 12, 2020 

 
 

5) Frequent and Contrast Pattern Mining 

In addition to conducting big data analytics on 

attributes, This  solution also mine frequent and 

contrast patterns for each combination. For 

instance, we observe the following from males in 

their 20s: (a) Frequent singleton pattern 

{community exposures}:14524 reveals that 14,524 

males in their 20s exposed to COVID-19 from the 

community (i.e., domestic acquisition), which 

account for 76.2% of all 19,049 male COVID-19 

cases in their 20s (including known and unstated 

transmission methods). (b) Similarly, pattern {not 

hospitalized}:12175 reveals that 12,175 (i.e., 

63.9%) males COVID-19 cases in their 20s do not 

need hospitalization, which account for 63.9% of 

all 19,049 male COVID-19 cases in their 20s 

(including known and unstated hospital status). 

 

As this solution provides users with flexibility of 

ignoring NULL values (e.g., unstated transmission 

methods), (a) the aforementioned 14,524 males in 

their 20s who exposed to COVID-19 from the 

community account for 97.6% of all 14,876 male 

COVID-19 cases in their 20s with known 

transmission methods. Similarly, (b) the 

aforementioned 12,175 males in their 20s who do 

not need hospitalization account for 98.5% of 

12,360 male COVID-19 cases in their 20s with 

known hospital status. 

 

Frequent non-singleton pattern {community 

exposures, not hospitalized}: 11435 reveals that, 

among 19,049 males COVID- 19 cases in their 20s, 

11,435 (60.0%) exposed via the community but do 

not need hospitalization. These account for 96.5% 

of 11,853 male COVID-19 cases in their 20s with 

known transmission methods and hospital status. 

 

As users have flexibility to express their interest or 

preference (say, finding frequent pattern consisting 

of only 

symptoms), This solution then incorporates user 

preference into mining frequent patterns satisfying 

the user preference. For instance, it finds the 

following patterns from males in their 20s: (a) 

Frequent pattern {cough}:1528 reveals that 1,528 

male COVID-19 cases in their 20s show cough as 

a symptom. 

(b) Similarly, frequent patterns {headache}:1409, 

{sore throat}: 1142, {chills}:964 and {fever}:910 

show the numbers of male COVID-19 cases in their 

20s show cough these symptoms. 

 

(c) Frequent non-singleton {cough, headache}:771 

reveals that 771 male COVID-19 cases in their 20s 

show both cough and headache. Similarly, {cough, 

sore throat}:643 reveals that 643 male COVID-19 

cases in their 20s show both cough and sore throat. 

(d) However, {cough, headache, sore throat}:353 

reveals that, while cough commonly occurred with 

headache or sore throat, but not frequently occurred 

with both headache and 

sore throat, among male COVID-19 cases in their 

20s. 
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This data science solution applies a similar 

procedure to other gender, age group-combinations 

for discovery of frequent patterns from each 

combination and comparison among patterns 

discovered from these combinations. From the 

comparisons and contrasts, it is observed that 

following: Between the two genders, (a) more 

males tend to have fever (e.g., 7.85% of male cases 

in 20s vs. 6.68% of female counterparts), but (b) 

more females tend to have soar throat (e.g., 12.38% 

of female cases in 20s vs. 9.85% of male 

counterparts) and runny nose (e.g., 9.03% of female 

cases in 20s vs. 7.25% of male counterparts). 

Moreover, among different age groups, a 

commonality is that (a) cough is the most common 

symptom. In terms of differences, (b) while cases 

in most age groups experienced headache, seniors 

in 80+ have lower percentages of this symptom 

(e.g., 

0.59% cases in 80+ vs. 13.29% of cases in 20s). (c) 

Similar 19 comments apply to chills (e.g., 0.70% 

cases in 80+ vs. 8.22% of cases in 20s). 

 

B. Functionality Check with Related Works 

After demonstrating the features and usefulness of 

This data science solution in analyzing real-life 

COVID-19 data, let us evaluate its functionality 

when compared with related works. First, most of 

the related works are observed to report mostly the 

numbers of cases and deaths. They do not provide 

privacypreserving details and epidemiological 

characteristics of those COVID-19 cases, which are 

provided by this solution. Second, This  solution 

also provides details for each gender, age group 

combination, which are unavailable in the related 

works. 

 

Conclusion: 

In this paper, it is presented a data science solution 

for conducting data science on big COVID-19 

epidemological data. The solution generalizes 

some attributes (e.g., age into age groups) for 

effective analysis. Instead of ignoring unstated/ 

NULL values of some attributes, the solution 

provides users with flexibility of including or 

excluding these values. It also provides users with 

flexibility to express their preference (e.g., “must 

include symptoms”) in mining of frequent patterns. 

It discovers frequent patterns from each of the 16 

gender, age group combinations. Moreover, it 

compares and contrasts the discovered frequent 

patterns among these combinations. Taking into 

account differences in population and/or the 

number of cases in each of the 16 combinations, 

This solution computes relative frequency (with 

respect to population and/or the number of cases in 

the respective combination) in addition to showing 

the absolute frequency of the attributes and/or 

frequent patterns. Evaluation results show the 

practicality of This solution in providing rich 

knowledge about characteristics of COVID-19 

cases. This helps researchers, epidemiologists and 

policy makers to get a better understanding of the 

disease, which may inspire them to come up ways 

to detect, control and combat the disease. As 

ongoing and future work,  transfer knowledge 

learned from the current work to data science on 

other big data in many real-life applications and 

services. 
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