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ABSTRACT: Image segmentation is the process of extracting objects of interest from an image, playing a vital role in automated image analysis. In 
this study, we aim to enhance image segmentation by developing a modified version of the fuzzy K-means algorithm and introducing pre- and post-
processing techniques. While hard K-means clustering is a commonly used algorithm for clustering, there are also Mathematical Morphology (MM)-
based segmentation techniques such as Waterfall, Watershed, and P algorithms. Among the fuzzy clustering algorithms, the fuzzy K-means algorithm 
is widely recognized. Our approach involves implementing a pre-processing method for hard K-means, a post-processing method for the P algorithm, 
and an improved version of the fuzzy K-means algorithm. These implementations contribute to achieving superior image segmentation compared to 
existing algorithms. To improve the accuracy of the segmentation, we employ the grab-cut algorithm as a pre-processing step. This algorithm extracts 
the foreground from the input image, which is then used as input for the k-means clustering algorithm. Additionally, our post-processing method 
effectively eliminates noise-related features from the output of the P algorithm. Furthermore, the modified fuzzy K-means algorithm progressively 

eliminates the least suitable cluster through a series of iterations until a predetermined number of clusters is obtained. The results demonstrate the 
superiority of the modified fuzzy C-means algorithm, outperforming the hard K-means algorithm in 88% of the tested images by producing better 
clusters. The post-processing of the P algorithm also yields marginally improved results, successfully eliminating noisy features from all tested 
images. However, the pre-processed K-means algorithm exhibits mixed performance due to the use of a simplistic foreground mask for extraction. 
Nevertheless, it still outperforms the K-means algorithm in 80% of the tested images. 
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INTRODUCTION TO IMAGE SEGMENTATION: 
Image segmentation holds significant importance within the realm of image processing, serving as a crucial technique for extracting 

meaningful features from an image. Various classes of image segmentation techniques exist, including threshold techniques, edge-

based segmentation techniques, and region-based segmentation techniques. Threshold techniques involve comparing each pixel value 

with a predetermined threshold, classifying pixels below the threshold into a single cluster. Edge-based detection, on the other hand, 

employs algorithms to identify object edges within the image, with the widely used Prewitt's filter [1] being a common choice for edge 

detection. Region-based segmentation employs iterative algorithms to group pixels with similar values and divide groups of pixels 

with dissimilar values. Examples of region-based segmentation techniques include the P algorithm [2], Watershed algorithm, and 

Waterfall Algorithms. Recent survey reports have extensively explored the current state of image segmentation [3] [4], classifying and 

discussing various techniques developed thus far. It is worth noting that features perceived within an image are not absolute, as 

different individuals may identify distinct features when observing the same image. With the introduction of fuzzy concepts, 

numerous fuzzy-based enhancements have emerged that can be applied to existing segmentation techniques. One such enhancement is 
the Fuzzy C Means (FCM) [5] clustering algorithm, an extension of the traditional K-means clustering technique. Fuzzy C Means, 

also referred to as the fuzzy K-means algorithm, differs from K-means clustering by allowing each pixel to be assigned to multiple 

clusters during the clustering process. The final definite cluster assignment for each pixel is determined after propagating the 

uncertainty of cluster membership throughout the clustering process. This fuzzy approach contributes to improved segmentation 

outcomes compared to its non-fuzzy counterpart. The FCM algorithm has undergone various extensions, some specifically tailored for 

image segmentation purposes. 

 

Literature survey:  
An improved edge detection technique for image segmentation using fuzzy C-means clustering and particle swarm optimization 

(PSO). The proposed method enhances the accuracy of edge detection and achieves better segmentation results compared to traditional 

methods. [6]. introduces a fuzzy-based region growing image segmentation approach utilizing particle swarm optimization (PSO). The 

method aims to improve the efficiency and accuracy of region growing segmentation by incorporating fuzzy rules and optimizing the 

segmentation process using PSO [7]. A hybrid image segmentation method that combines fuzzy C-means clustering with 

biogeography-based optimization (BBO). The hybrid approach aims to enhance the segmentation accuracy by integrating the 

advantages of both fuzzy clustering and BBO algorithms, providing robust and efficient segmentation results [8]. An improved fuzzy 

C-means clustering algorithm for image segmentation. The proposed method incorporates spatial information and a weighted distance 

metric to enhance the clustering accuracy and robustness, resulting in improved segmentation results [9]. An enhanced fuzzy C-means 

clustering algorithm for image segmentation. The method incorporates spatial information and adaptively adjusts the membership 
function to improve the clustering process and achieve better segmentation results compared to traditional fuzzy clustering approaches 

[10]. an image segmentation method using a fuzzy genetic algorithm. The approach combines fuzzy logic principles with a genetic 

algorithm to optimize the segmentation process and enhance the accuracy of image segmentation, particularly in complex and noisy 

images [11]. Proposes a hybrid algorithm combining fuzzy logic and the cuckoo search algorithm for image segmentation. The hybrid 
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approach aims to overcome the limitations of traditional fuzzy algorithms and improve segmentation accuracy by incorporating the 

search capability of the cuckoo search algorithm [12]. Presents an efficient fuzzy-based color image segmentation algorithm. The 

proposed method utilizes fuzzy clustering techniques and a new adaptive thresholding approach to accurately segment color images. 

Experimental results demonstrate its effectiveness in achieving precise segmentation results [13]. Proposes a modified fuzzy C-means 

clustering algorithm specifically designed for brain MR image segmentation. The modified approach incorporates spatial information, 

feature selection, and a modified membership function to enhance the clustering process and improve the accuracy of brain MR image 

segmentation [14]. Proposes a fuzzy C-means clustering algorithm based on a modified genetic algorithm for medical image 

segmentation. The algorithm aims to optimize the traditional fuzzy C-means algorithm by incorporating genetic operators, such as 

crossover and mutation, to improve the segmentation accuracy and robustness for medical images [15]. Presents a novel fuzzy C-

means clustering algorithm for image segmentation. The proposed algorithm introduces a new objective function that integrates both 
spatial and intensity information to enhance the clustering process and produce more accurate segmentation results compared to 

traditional fuzzy C-means algorithms [16]. Proposes an improved fuzzy C-means algorithm for image segmentation. The algorithm 

incorporates the spatial information of pixels through the introduction of a spatial distance factor, which helps to preserve the spatial 

continuity in the segmented regions and improve the overall segmentation accuracy [17]. 

 

 

Methodology: 
To enable the modified Fuzzy C-means (FCM) algorithm for image segmentation, certain adaptations are introduced to the regular 

FCM approach [5]. In the modified algorithm, the initial cluster centres, initially set to a large number, are reduced to a smaller 
number equivalent to the desired number of clusters, employing a specific metric. Unlike the regular FCM clustering algorithm, this 

modified technique involves the randomization of the input image and subsequent de-randomization at the output stage. The pre-

processing stage incorporates the application of the Grab-Cut algorithm [2] for foreground extraction without the need for manual 

intervention. This technique extracts the foreground from the image, which is then fed into the K-means clustering algorithm to 

achieve the desired segmentation of the foreground into distinct clusters. For the post-processing phase, a specific technique is 

employed targeting the P algorithm, a Mathematical Morphology (MM)-based segmentation algorithm [2]. Initially, the image is 

segmented using the P algorithm, followed by the segmentation of a blurred version of the same image using the same P algorithm. A 

comparison of the features between the blurred and non-blurred images is conducted, employing a set of predefined comparison rules. 

This process facilitates the removal of features corresponding to noise present in the original image, ultimately resulting in an 

improved output for display. 

 

Structure Chart 

A Structure Chart provides a visual representation of the control flow among units within a system. It illustrates the relationships and 

interactions between the identified units, including sub-modules. The chart outlines the inputs and outputs associated with each unit. 

Referencing Figure 2 below, the Structure Chart is depicted. The Pre-processing module encompasses several tasks. It begins by 

converting the input image into an 8-bit grayscale representation, effectively removing any noise present in the image. Additionally, 

the image is resized to a fixed size of 512x512 pixels to ensure consistency. Within the Segmentation module, three distinct algorithms 

are employed to perform image segmentation. These algorithms include the pre-processed K-means clustering algorithm, the post-

processed P algorithm, and the modified fuzzy C-means algorithm. Each algorithm operates on the pre-processed image to partition it 

into segmented regions. The Visualization module receives a set of three images as input. These images consist of the original image, 

the image segmented using the original algorithm, and the image segmented using the developed algorithm. The primary objective of 

this module is to combine these three input images into a single output image, which effectively visualizes the segmented regions. 
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 Pre-processed K-means clustering  

 
Fig-3 flow chart of Pre-processed K-Means algorithm 

 
The K-means algorithm is a widely utilized method for segmenting a given set of data points into clusters that best fit the data 

distribution. It achieves this by minimizing a cost function. However, when applying the regular K-means algorithm directly to an 

original image, certain limitations arise. Notably, any variations in gray levels within the background can be mistakenly recognized as 

distinct clusters by the algorithm, which is undesirable for accurate segmentation. To address this issue, a preprocessing step is 

Figure 2: Structure Chart 
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introduced to extract the background from the image prior to clustering. This preprocessing step effectively mitigates the 

aforementioned drawback. 

In the proposed approach, the grab-cut algorithm [2] is employed for foreground extraction. This algorithm typically requires manual 

input in the form of a rough boundary outlining the foreground region. However, for enhanced usability and convenience, a simplified 

approach is adopted. The entire image is selected as a mask to approximate the boundary of the foreground. By utilizing the grab-cut 

algorithm, each pixel in the image is classified as belonging to the hard foreground, soft foreground, hard background, or soft 

background. This facilitates the extraction of the foreground, which subsequently undergoes clustering to achieve accurate 

segmentation. For a visual representation of the process, please refer to the flow chart depicted in Figure 3. 

 
Algorithm: 

 Read the input image. 

 Perform pre-processing on the image to prepare it for segmentation. 

 Specify a mask to outline the foreground region. 

 Apply the grab-cut algorithm to extract the foreground based on the specified mask. 

 Analyze the output of the grab-cut algorithm. 

 If the foreground is not extracted clearly, identify and mark regions where the background or foreground has been classified 
incorrectly. 

 Repeat the grab-cut operation on the foreground image to refine the segmentation. 

 Use the resulting foreground as the input for the K-means clustering algorithm. 

 Specify the desired number of clusters (k) and randomly select initial cluster centers. 

 Apply the K-means clustering algorithm to segment the image into distinct clusters. 

 Display the segmented image as the final output. 

 

The algorithm focuses on combining the grab-cut algorithm for foreground extraction with the K-means clustering algorithm for 

image segmentation. The pre-processing step ensures the image is prepared appropriately, and the grab-cut operation is iteratively 

performed to improve the accuracy of foreground extraction. Finally, the K-means clustering algorithm is applied to obtain the desired 

image segmentation result, which is then displayed for further analysis or visualization. 
 

 
 Post-processed P algorithm 

 
 
                                       Fig-4 Flowchart of post-procssed P algorithm 

 
The P algorithm [1] is an enhancement of the waterfall algorithm used for image segmentation. It aims to improve segmentation 

accuracy by considering both the original and blurred versions of an image. The process begins by segmenting the original unmodified 

image using the P algorithm. Additionally, a blurred version of the original image is created and segmented using the same algorithm. 
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This results in two sets of features obtained from the segmentation. A comparison is then performed on the features extracted from the 

original and blurred images. The features of the blurred image serve as a reference to identify noisy features in the original image. 

This comparison allows the algorithm to distinguish between reliable and noisy features. To remove the noisy features, a randomized 

threshold within the range of 5-8 is applied. This threshold is used to allocate specific pixels to 0 in the final output. By considering 

the selected features from the original image determined by the threshold, a new image is generated. This new image represents a 

refined segmentation result where the noisy features from the original output are absent. The P algorithm effectively eliminates noisy 

features from the output obtained from the original image segmentation. It combines the analysis of both the original and blurred 

images, taking advantage of the blurred image's noise reduction properties to enhance segmentation accuracy.The flowchart in Figure 

4 provides a visual representation of the step-by-step process involved in applying the P algorithm and removing noisy features from 

the segmentation output. Overall, the P algorithm is a valuable tool for improving image segmentation results by reducing the impact 

of noise and enhancing the accuracy of the segmentation process. 

 
Algorithm: 

 
 Read the input image. 

 Apply the P algorithm to the image and obtain the features. 

 Apply a Gaussian filter with a size of 5x5 to the input image for blurring. 

 Apply the P algorithm to the blurred image and obtain the features (Fb). 

 Create a blank image with all pixel values set to 255 (white). 

 Set the threshold value to 5. 

 For each pixel in the output of step 2, perform the following: a. Count the number of dark pixels (below the threshold) among 

the 25 neighboring pixels of the current pixel. b. If the count is greater than the threshold: 

 Assign a dark pixel (black) in the corresponding position of the output image. 

 Display the output image. 

 This algorithm utilizes the P algorithm twice, first on the original image and then on the blurred image. The output image is 

created by considering the dark pixels in the original image's output and assigning them to the corresponding positions in the 

blank image. The resulting image will display the desired segmentation output. 

 By adjusting the threshold value, different levels of segmentation can be achieved, as pixels with darker neighbors above the 

threshold are considered as noise and excluded from the output. 

 Finally, the output image is displayed to visualize the segmentation results. 

 

Modified fuzzy C-means clustering algorithm 

 
 

Fig-5 flow chart of modified fuzzy C-means algorithm 
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The modified version of the fuzzy C-means algorithm implemented in this paper is an adaptation of the fuzzy K-means algorithm. It 

introduces an additional parameter, K, alongside the number of clusters (k). The value of K is set as K = k + 5, resulting in K initial 

cluster centers being chosen instead of k. To begin the algorithm, the pixels of the image are randomized using a predefined mapping. 

The randomized image, along with the initial cluster centers and initial membership matrix, is then passed to the FCM class. The 

algorithm divides the pixels into K - k sets. The fuzzy clustering process starts with the first set of data. Fuzzy clustering is performed 

on this set, and at the end, the cluster with the smallest membership is eliminated. The corresponding cluster center from the initial 

cluster centers is removed. Next, the clustering process is applied to the second set of data, eliminating the smallest cluster center at 

the end. This process continues iteratively, clustering the data for each subsequent set and eliminating the smallest cluster center until 

the number of initial cluster centers is reduced to k. The resulting cluster centers after reduction are the selected cluster centers. Fuzzy 

clustering is then performed on the entire image using these selected cluster centers. The obtained cluster labels are mapped back to 
the corresponding pixel values. The image is de-randomized, reversing the initial mapping that was performed. Finally, the final 

clusters are marked in the image. The flowchart in Figure 5 provides a visual representation of the step-by-step process involved in the 

modified fuzzy C-means algorithm. Variables used in the algorithm: 

N: Number of clusters 

U: Membership matrix 

C: Centers vector 

 

The fuzzy C-means algorithm: 

 
The fuzzy C-means algorithm is a clustering algorithm commonly used for image segmentation and pattern recognition tasks. It is an 

extension of the traditional K-means algorithm that allows for soft assignment of data points to clusters, rather than assigning them to 

a single cluster. 

The algorithm follows these steps: 

 Initialize the membership matrix U = [uij], where i represents the data point and j represents the cluster. Set an initial value 

for U (U(0)). 

 At each iteration (k-step), calculate the cluster center vectors C(k) = [cj] using the current membership matrix U(k) according 

to Equation 3. 

 Equation 3: cj = ∑(uij^m * xi) / ∑(uij^m), where m is a fuzziness parameter and xi represents the data point. 

 Update the membership matrix U(k) to U(k+1) using Equation 4. 

 Equation 4: uij = 1 / ∑((dk / dij) ^ (2 / (m-1))), where dk represents the Euclidean distance between data point xi and cluster 
center cj. 

Repeat steps 2 and 3 until convergence. If the difference between U(k+1) and U(k) is below a predefined threshold, then stop the 

algorithm. Otherwise, go back to step 2. 

The fuzzy C-means algorithm introduces fuzziness through the exponentiation of the membership values (uij^m) in Equation 3 and the 

denominator of Equation 4. The fuzziness parameter m controls the degree of fuzziness, where higher values of m result in softer 

membership assignments. 

In the context of image segmentation, the fuzzy C-means algorithm is typically used to partition an image into clusters based on pixel 

similarity. Each pixel is assigned a membership value indicating the degree to which it belongs to each cluster. The resulting clusters 

represent distinct regions in the image. 

It's important to note that the fuzzy C-means algorithm implemented in the described paper introduces a modification. Instead of 

selecting k cluster centers, the algorithm selects K = k + 5 initial cluster centers. The pixels of the image are randomized based on a 
predefined mapping. The algorithm then proceeds with the fuzzy clustering process, eliminating the cluster with the smallest 

membership at each step until the number of cluster centers is reduced to k. 

Once the final cluster centers are obtained, fuzzy clustering is performed for the entire image, and the obtained cluster labels are 

mapped back to the pixel values. The image is de-randomized, reversing the initial mapping process. The resulting image highlights 

the final clusters, representing distinct regions in the image based on their similarity. 

 

Algorithm for random mapping: 

 

 
The algorithm for random mapping, which involves generating a random list of indices for a 512x512 image, can be described as 

follows: 

 Initialize an empty list called randomList. 

 Set the variable index to 0. 

 Create an array A with 512x512 indices, representing all possible indices in a 512x512 image. 

 Repeat the following steps for a total of 512*512 times: 

 Randomly choose an index from array A. 
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 Insert the chosen index at position index in the randomList. 

 Increment the value of index by 1. 

 Delete the chosen index from array A. 

 Assert that the length of randomList is equal to 512*512. 

 Write the contents of randomList to a file named "random512x512.dat". 

The algorithm generates a random permutation of indices by randomly selecting an index from the array A and removing it after 

insertion into the randomList. This ensures that each index is unique and randomly ordered. The resulting randomList can be stored in 

a file for future reference and use in applications that require random mapping, such as the fuzzy C-means algorithm mentioned 

earlier. 

 

Algorithm for modified fuzzy C-means algorithm: 

 
The algorithm for the modified fuzzy C-means algorithm, which involves segmenting an image using fuzzy clustering with additional 

modifications, can be described as follows: 

 Load the random mapping randMap from the file "random512x512.dat". 

 Load the image to be segmented. 

 Resize the image to a size of 512x512. 

 Randomize the pixels of the image from step 3 using the randMap obtained in step 1. 

 Set the number of desired clusters as k. 

 Set K as k+5. 

 Initialize K initial cluster centers in the centers vector. 

 Set fract as (K-k)/(512*512). 

 Initialize i as 1. 

 Set random membership values for matrix U. 

 Repeat the following steps for K-k times: 

 Extract a portion of the image (data) using fract*i. 

 Cluster the data using the centers and the membership matrix U. 

 Determine the cluster center of the smallest cluster, denoted as Ci. 

 Delete Ci from the centers vector. 

 Increment the value of i. 

 Perform fuzzy clustering on the entire image using the centers (for k clusters) and the membership matrix U, as defined by 

the FCM algorithm. 

 Map the cluster labels generated in step 12 to the pixels of the image. 

 Derandomize the pixels of the image using the inverse mapping from randMap. 

 Create a blank image. 

 Assign colors to the clusters in the blank image using the cluster labels obtained in step 12. 

 Display the resulting segmented image. 
This algorithm incorporates modifications to the original fuzzy C-means algorithm, such as randomizing the image pixels, selecting 

initial cluster centers based on the smallest clusters, and performing fuzzy clustering on the entire image using the selected cluster 

centers. The output is a segmented image where different regions or objects are assigned distinct colors based on the clusters they 

belong to. 

 

Evaluation Metric and Results:  

 
The evaluation metric for both the modified C-means and K-means clustering algorithms is the cost function, which measures the 

overall quality of the clustering result. The goal is to minimize this cost function, which represents the sum of distances between data 

points and their respective cluster centers. For K-means clustering, the cost function (Eq. 5) is defined as the sum of squared Euclidean 

distances between each point x in the data set S_i and its corresponding cluster center μ_i, summed over all clusters k. The distance is 

calculated as the absolute difference between the point and the cluster center. For C-means clustering, the cost function (Eq. 6) is 

similar but incorporates the membership function w_ij. The membership function determines the degree of membership of each data 
point xi to each cluster cj. The distance is multiplied by the membership value raised to the power of m, which controls the fuzziness 

of the clustering. In both equations, the lower the value of the cost function, the better the clustering result. A lower cost indicates that 

the data points are closer to their respective cluster centers, indicating a more compact and well-separated clustering solution. In 

addition to the cost function, the modified P algorithm uses the feature count as an evaluation metric. The feature count represents the 

number of features (e.g., noisy features) present in the segmented output. A lower number of features indicates a better segmentation 

result with fewer artifacts or unwanted elements compared to the original image. Both the cost function and the feature count are 

single numerical values that can be used to evaluate the performance of the clustering algorithms and the segmentation output. The 
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objective is to achieve lower values for both metrics, indicating more accurate and meaningful clustering and segmentation results. 

Performance Analysis .The fuzzy C-means clustering algorithm is considered theoretically better than the C-means clustering 

algorithm. It offers a more flexible and robust approach to clustering by incorporating fuzzy membership values that allow data points 

to belong to multiple clusters to varying degrees. However, the modified fuzzy C-means algorithm is computationally demanding 

compared to the C-means algorithm. To address this issue, a remedy was developed to mitigate the computational complexity and 

improve the efficiency of the modified fuzzy C-means algorithm. In the evaluation of the algorithms, out of 25 images tested, 22 

images showed better segmentation results with the modified fuzzy C-means clustering algorithm compared to the C-means algorithm 

as shown in the below table 1. This assessment was based on the cost function value, where the cost function value for fuzzy 

clustering was lower than that of the K-means clustering algorithm for the 22 images. The testing of both algorithms was conducted on 

a set of 20 images in JPG and PNG formats. Among these, 16 images exhibited improved segmentation results when using the K-
means algorithm on the extracted foreground. However, in 4 images, the original image itself yielded better segmentation results 

compared to applying the algorithm on the extracted foreground. Regarding the P algorithm, it was applied to six different images. In 

all cases, the post-processing step of the algorithm was effective in eliminating noisy features from the output, resulting in improved 

segmentation quality. Overall, the modified fuzzy C-means algorithm showed better performance in terms of segmentation results and 

noise elimination compared to the C-means algorithm and the P algorithm with post-processing. However, the computational demands 

of the modified fuzzy C-means algorithm should be considered when choosing the appropriate clustering approach for specific 

applications. The experimental results clearly indicate that applying pre/post-processing techniques to segmentation algorithms can 

improve the overall segmentation quality. By incorporating fuzzy approaches, the algorithm shows superior performance compared to 

regular non-fuzzy segmentation methods. This highlights the advantage of assigning pixels to multiple clusters (fuzzy clustering) 

rather than a single cluster (K-means), leading to enhanced segmentation outcomes. Moreover, the findings support the notion that the 

performance-based selection of cluster centers can yield better results compared to using random initial cluster centers. This 

emphasizes the importance of considering an optimized approach for initializing the cluster centers in order to achieve improved 
segmentation accuracy. Taken together, these results demonstrate the effectiveness of combining fuzzy approaches, appropriate 

preprocessing steps, and performance-based cluster center selection to achieve superior segmentation results. These findings 

contribute to advancing the field of image segmentation and provide insights for developing more robust and accurate algorithms in 

the future. The comparison of algorithms are shown in the below figure 6. 

 

Table 1: Testing Results  

 

ALGORITHM NAME TOTAL TEST CASES SUCCESSFUL CASES UNSUCCESSFUL CASES 

Modified Fuzzy K-
means 

             25                 22                       3 

Pre-processed K-means              20                 16                       4 

Post-processed  

P-algorithm 

             6                  6                       0 

The comparison of the algorithms 

 

 

 
 

 

 

 

 

Fig 6 Histogram comparing the algorithm performance 
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The below figure 7 shows the  Segmentation Results, The leftmost image in Figure 7 represents the original image that was used as 

input for the K-means algorithm. In the middle image, the clustering results obtained from the K-means algorithm are displayed, 

where different regions or objects in the image are assigned to different clusters. The rightmost image illustrates the segmentation 

results achieved by applying the pre-processing step to the K-means algorithm, showing improved clustering performance compared 

to the original K-means output. This pre-processing step likely involved some form of enhancement or filtering to improve the 

segmentation accuracy and overall quality of the resulting clusters. 

 

 

 

Figure 7: Segmentation by pre-processed K-means algorithm 

 

The below Figure 8 shows the  Segmentation Results, the leftmost image represents the original image that was used as input for the 

K-means algorithm. The middle image displays the clustering results obtained from the K-means algorithm, where different regions or 

objects in the image are assigned to different clusters. The rightmost image illustrates the segmentation results achieved by applying 

the pre-processing step to the K-means algorithm, showing an improvement in the clustering performance compared to the original K-

means output. The pre-processing step likely involved some form of enhancement or filtering to refine the segmentation and produce 

more accurate clusters. 

 

 

 
 

Figure 8: Segmentation by pre-processed K-means algorithm 

 

Figure 9 shows Segmentation Results, the leftmost image represents the original image that was used as input for the K-means 

algorithm. The middle image displays the clustering results obtained from the K-means algorithm, where different regions or objects 

in the image are assigned to different clusters. The rightmost image illustrates the segmentation results achieved by applying the pre-

processing step to the K-means algorithm, showing an improvement in the clustering performance compared to the original K-means 

output. The pre-processing step likely involved some form of enhancement or filtering to refine the segmentation and produce more 

accurate clusters. 
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Figure 9: Segmentation by pre-processed K-means algorithm 

 

Figure 10 shows Visualization Module Output, The leftmost image represents the original image used as input. The middle image 

shows the segmentation results obtained using the existing algorithm, where different regions or objects in the image are separated 

into distinct segments. The rightmost image displays the segmentation results achieved using the developed algorithm, showcasing the 

improved segmentation performance compared to the existing algorithm. The developed algorithm likely incorporates novel 

techniques or modifications to enhance the accuracy and quality of the segmentation output. 

 

 

 
 

Figure10: Segmentation output of the pre-processed K-means algorithm 
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CONCLUSION: 

 
 Image segmentation is indeed a complex task for computers compared to humans, given the remarkable capabilities of the 

human brain. However, significant progress has been made in the field of Computer Vision, with the development and continuous 

improvement of various image segmentation algorithms. In this project, our techniques aim to enhance existing algorithms by 

introducing modifications to the iterative procedures of fuzzy K-means clustering and P algorithm, along with the incorporation of 

pre/post-processing steps. The results demonstrate that these modifications lead to improved segmentation outcomes. One notable 

advantage of the pre/post-processing steps used in this project is their generic nature. They can be applied to a wide range of 

algorithms, extending beyond the specific algorithms demonstrated here. Additionally, these methods offer the benefit of minimal 

computational cost, making them practical and efficient for real-world applications. Despite the increased computational demands of 

the modified fuzzy C-means algorithm, it consistently produces promising segmentation results in 88% of the cases examined. The 

findings of this project serve as a stepping stone for further research in the field of image segmentation. The post-processed P 
algorithm successfully eliminates noise in all tested images, highlighting its effectiveness in noise reduction. Furthermore, the pre-

processed K-means clustering algorithm outperforms the standard K-means algorithm in segmentation accuracy in 80% of the cases. 

Overall, this project contributes to the advancement of image segmentation techniques and provides valuable insights for future 

investigations. By refining and expanding upon these approaches, we can continue to push the boundaries of computer vision and 

further improve the performance of image segmentation algorithms. 
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