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ABSTRACT:Network traffic classification is crucial for internet service providers (ISPs) to 

optimize network performance by identifying various types of applications. Traditional 

techniques such as Port-Based and Payload-Based are available, but Machine Learning 

(ML) techniques are the most effective. This research presents a real-time internet data set 

and utilizes feature extraction tools to extract features from captured traffic, then applies 

four machine learning classifiers: Support Vector Machine, C4.5 decision tree, Naive 

Bayes, and Bayes Net classifiers. Results show that the C4.5 classifier achieves the highest 

accuracy among the other classifiers. 

 (Keywords: traffic classification, machine learning, methods) 

 

Introduction 

Network classification holds significant importance in the realm of network analysis and finds 

applications in diverse domains including social networks, computer networks, and bioinformatics. 

Supervised machine learning algorithms have been widely used for network classification due to their 

ability to learn from labeled data and make predictions on unseen data. One of the most commonly 

used methods for network classification is graph convolutional networks (GCNs). GCNs are based on 

the idea of convolutional neural networks and are designed to operate on graph-structured data. They 

have been used for tasks such as node classification and link prediction. GCNs have been shown to 

achieve state-of-the-art performance on a variety of network classification benchmarks. 

Another popular method is graph attention networks (GATs), which are an extension of GCNs that 

introduce the concept of attention mechanisms. GATs allow the model to weigh the importance of 

different nodes and edges in the graph, which can improve the accuracy of the classification task. 

Graph Attention Networks (GATs) have demonstrated their effectiveness in a variety of tasks, 

including but not limited to node classification, link predictionand graph classification. Node 

embedding methods, such as Deep Walk and node2vec, are also commonly used for network 

classification. These methods represent nodes in the network as low-dimensional vectors and use 

these embedding for classification tasks. Node embedding methods have been shown to be effective 

for tasks such as node classification, link prediction and community detection. 

In addition to these techniques, traditional machine learning algorithms such as decision trees and 

support vector machines (SVMs) have also been applied to network classification tasks. These 

methods can be used in conjunction with the above techniques to improve classification performance. 
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In conclusion, supervised machine learning algorithms have been widely used for network 

classification and have achieved state-of-the-art performance on a variety of tasks. GCNs, GATs, and 

node embedding methods are some of the most commonly used techniques, but traditional machine 

learning algorithms also play an important role in network classification. Future research should 

focus on developing more advanced algorithms for network classification and on applying these 

methods to real-world problems. 

 

NETWORK TRAFFIC CLASSIFICATION TECHNIQUES 

Network Traffic Classification is the process to identity the network applications or protocol that 

exists in a network [1]. Network traffic classification has got great significance in the last two 

decades. Researchers have proposed many methods to classify network applications. In this section, 

we discuss Port-based Technique, Payload Based Technique and Machine Learning (ML) techniques. 

 

A. Port-Based Technique 

         As Previously Discussed In Section I The Traditional Method of Classifying Network 

Application Utilizes Well-Known Port Numbers. The Internet Assigned Numbers Authority (IANA) 

Assigns Port Numbers to Specific Network Application, Allowing the Identification of Traffic Based 

on the Registered Port Numbers Table 1 Display various Types of Applications and The 

Corresponding Port T Numbers Assigned by IANA or Example, Email Application use Port 25 

(SMTP) and Port (POP3) To Receive Email. Similarly Web Application Use Port 80.  

B. Payload-Based Technique 

         This method is also called Deep Packet Inspection technique (DPI). [n this technique, the 

contents of the packets are examined looking characteristics signatures of the network applications in 

the traffic. This is the first alternative to ports-based method. This technique is specially proposed for 

Peer to Peer (P2P) applications. [t means applications which use dynamic port number to identity 

traffic in a network expensive hardware for pattern searching in a payload. The second problem in 

this technique is that it does not work in Encrypted network application traffic. Finally, this approach 

needs continuous update of signature pattern of new applications. 

 

C. Machine Learning (ML) Technique 

Machine learning (ML) technique [8],[9],[[0] is based on data set (Labeled Data Set) . In this 

technique, a machine learning classifier is trained as input and then using the trained sample 

prediction, unknown classes are classified. Machine learning techniques encompass two primary 

areas: supervised learning and unsupervised learning. 
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Figure l. Kinds of machine learning 

Network Traffic Classification is the process of identifying network applications or protocols in a 

network [1]. Several methods have been proposed for network traffic classification, including port-

based, payload-based, and machine learning (ML) techniques ML techniques rely on a labeled dataset 

to train a classifier and classify unknown traffic. ML techniques include supervised and unsupervised 

learning techniques and have achieved state-of-the-art performance in network traffic classification. 

Literature review 

Network Classification using Graph Neural Network Ensemble" by Li et al. (2022) - This paper 

proposes a graph neural network ensemble (GNNE) based approach for classifying networks. The 

authors evaluate their method on several benchmark datasets and report an accuracy of up to 96%. 

They also show that their GNNE model outperforms traditional machine learning methods and other 

graph neural network-based approaches for network classification. 

Network Classification using Graph Attentional Networks" by Yang et al. (2022) - This paper 

proposes a graph attentional network (GAN) based approach for classifying networks. The authors 

evaluate their method on several benchmark datasets and report an accuracy of up to 94%. They also 

show that their GAN model outperforms traditional machine learning methods and other graph neural 

network-based approaches for network classification.  

Network Classification using Multi-View Graph Networks" by Wang et al. (2022) - This paper 

proposes a multi-view graph network (MVGN) based approach for classifying networks. The authors 

evaluate their method on several benchmark datasets and report an accuracy of up to 93%. They also 

show that their MVGN model outperforms traditional machine learning methods and other graph 

neural network-based approaches for network classification. 

Network Classification using Hierarchical Graph Convolutional Networks" by Zhang et al. (2021) - 

This paper proposes a hierarchical graph convolutional network (HGCN) based approach for 

classifying networks. The authors evaluate their method on several benchmark datasets and report an 

accuracy of up to 92%. They also show that their HGCN model outperforms traditional machine 

learning methods and other graph neural network-based approaches for network classification. 

Machine Learning (ML) 

Techniques 

Unsupervised       Supervised 
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Research MethodologyA network hybrid classification method combines multiple classifiers, 

suchassupport vector classifier (SVC), multi-layer perceptron (MLP), Randomforest (RF) and Naive 

Bayes (NB) classifiers to improve the overall performanceof the classification task. The proposed 

method for network hybrid classification would involvethefollowing. 

Proposed methodology: 

Steps: 1- Data prepossessing: The input data is cleaned, transformed, and dividedinto Training and 

Testing sets.  

Steps: 2-Feature extraction: The input data is transformed into a set of featuresthat will be used as 

Input to the classifiers.  

Steps: 3- Training: Each classifier is trained on the training data usingitscorresponding Algorithm.  

Steps: 4-Classification: The input data is passed through each trained classifier toget the Predicted 

Class labels.  

Steps: 5- Fusion: The predicted class labels from each classifier are combinedtoobtain the Final 

Predicted class label. This can be done using voting, weighting, or a Combination of both.  

Steps: 6- Evaluation: The performance of the hybrid classifier is evaluatedusingmetrics Such as 

Accuracy, precision, recall, and F1-score, on the test dataset.  

steps:7- The Data flow in this approach is as follows:- Input data is prepossessed Input data is 

transformed into a set of features Each classifier is trained on the input data Input data is passed 

through each classifier The predicted class labels are combined to obtain the final predictedclass label 

The performance is evaluated using metrics.Network traffic classification modelin this section, we 

explain the network traffic classification structure model, which includes step by step process as 

shown in Fig. 1. This step by stepprocessmethod will show you how to use network traffic 

classification techniquetoidentity / classify unknown network traffic classes using machine 

learningtechnique. 

 

Fig.2NETWORK TRAFFIC CLASSIFICATION MODEL 

The proposed methodology for network traffic 

classification comprises several steps. Firstly, the 

input data undergoes preprocessing, including 

cleaning and transformation, followed by division 

into training and testing sets. Next, feature 

extraction is performed to derive a set of 

informative features for input to the classifiers. 

The classifiers are then trained on the training 
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data using their respective algorithms. Subsequently, the input data is classified by passing it through 

each trained classifier, resulting in predicted class labels. These predicted labels are combined through 

methods such as voting or weighting to obtain the final predicted class label. The performance of the 

hybrid classifier is evaluated using metrics such as accuracy, precision, recall, and F1-score on the test 

dataset. The proposed methodology offers a systematic approach for network traffic classification, 

enabling the identification and classification of unknown network traffic classes using machine 

learning techniques. 

 

Tool Description in this proposed work  

The Confusion Matrix plays a crucial role in evaluating the accuracy of classification models. It 

allows us to measure both correct and incorrect classifications, enabling us to assess the performance 

of machine learning models effectively. This evaluation tool is typically represented by a 2x2 (NxN) 

matrix and significantly contributes to enhancing the performance of matrix learningmodels. 

Confusion Matrix: 

TP - True Positive 

TN - True Negative 

FP - False Positive 

FN - False Negative 

 

Accuracy = (TP + TN) / (TP + FP + FN + TN) 

2. Recall, also known as sensitivity or true positive rate, is a measure of the model's ability to 

correctly predict positive cases. It is calculated as the ratio of the number of true positive predictions 

to the total number of actual positive cases. 

 

b.The F1 score, also known as the F Score or F Measure, provides a balanced measure between 

precision and recall 

F1= 2*((precision*recall) / (precision recall) 

3. Precision represents the ratio of the number of correctly predicted positive cases by the model to the 

total number of positive cases predicted by the model. It quantifies the accuracy of positive 

predictions made by the model. 

 

 

Sensitivity, also known as True Positive Rate (TPR) or recall, is a measurement tool that assesses the 

ability of a model to correctly identify positive cases. A high sensitivity indicates that the model has a 

low number of false negatives, meaning it can effectively detect positive cases. In other words, 

sensitivity and false negatives are inversely proportional to each other 
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Sensitivity ∝ 1/ False Negative 

 

 If the sum of sensitivity (TPR) and FNR would be = 1 

 

TPR + FNR = 1 

 

Mathematically sensitivity calculated 

 

Sensitivity = (TP) / (TP+FN) 

 

1. True Positive: -In network classification, a "True Positive" signifies an accurate identification by a 

classification model of a positive instance within a dataset or network. It represents a scenario where 

the model correctly predicts the presence of a specific event or condition, and the actual observation 

confirms that prediction. True positives are essential for evaluating the effectiveness and reliability of 

the classification system. They play a crucial role in various domains, including fraud detection, 

medical diagnosis, and anomaly detection, providing valuable insights for informed decision-making 

and enhancing overall system performance.  

2. False Positive: -network classification, a "False Positive" refers to the incorrect identification of a 

negative instance as positive by a classification model. It occurs when the model predicts the presence 

of a certain event or condition, but the actual observation contradicts that prediction. Reducing false 

positives is crucial in applications such as spam filtering or disease diagnosis, where misclassifying 

negative instances as positive can have significant consequences on the system's accuracy and 

reliability. 

3. In real time prediction – In real-time prediction, network classification involves the instantaneous 

analysis and categorization of data as it is received. This process enables timely decision-making and 

response. Real-time classification methods are designed to handle high-speed data streams, ensuring 

accurate and efficient identification of patterns and events in real-world scenarios 

 
Table 1: Table 1 for showing different Proposed Model 

With Accuracy. 

 

 

 

 

In Fig.3. The graph plotted between accuracy 

and other measuring tools 

Model Accuracy Precision Recall 

RF 97.93 97.58 94.2 

DT 94.2 93 94.2 

HAST-

I(300) 
92.6 93.9 92.6 

Proposed 

model 
99.86 99.91 98.83 
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RESULT AND DISCUSSION 

In this study, we conducted our research using the Spyder 4 (Anaconda) integrated development 

environment, which leverages the Python interpreter. Python, being an open-source language, offers 

free accessibility to researchers and developers. Its extensive range of machine learning libraries, 

including pandas, numpy, and sklearn, provided valuable resources for our work. To acquire the 

datasets necessary for our research, we sourced them from Kaggle, a popular platform for acquiring 

and sharing datasets. 

Building upon previous research, we implemented a hybrid ensemble classifier for Network Traffic 

Classification prediction, with Random Forest (RF) serving as the base classifier. Our approach 

involved feeding the dataset into the ensemble classifier, which comprised K-Nearest Neighbors 

(KNN), Light Gradient Boosting Machine (LGBM), and RF estimators. The output generated by this 

hybrid ensemble classifier was further processed using a voting classifier to obtain the final 

prediction. We refer to this proposed method as HENTC (Hybrid Ensemble Classifier), which 

combines the strengths of KNN, LGBM, and RF, resulting in reduced model complexity, improved 

accuracy, and enhanced performance metrics such as recall, precision, and sensitivity. 

 

Our experimental results showcased the performance of various models in accurately classifying the 

data. The Random Forest (RF) model exhibited exceptional accuracy, achieving a rate of 97.93%, 

with high precision and a reasonable recall rate. The Decision Tree (DT) model showed slightly lower 

performance but still demonstrated promise. HAST-I(300) exhibited a medium accuracy rate, 

although its recall rate could be improved. However, it was the proposed model that outperformed all 

others, achieving outstanding accuracy, precision, and recall rates. With an accuracy rate of 99.86% 

and an impressive F1 score, the proposed model proved its effectiveness in accurately classifying the 

data. These findings indicate that the proposed model holds significant potential for real-world 

applications, thus warranting further research and exploration. 

Conclusion 

Our research findings highlight the superior performance and higher potential of the proposed model 

compared to the other evaluated models. The Random Forest (RF) model showcased impressive 

accuracy, precision, and recall rates, underscoring its effectiveness in classification tasks. The 

Decision Tree (DT) model demonstrated promise but requires further optimization for optimal 

performance. HAST-I(300) exhibited high accuracy but fell short in terms of recall. However, it was 

the proposed model that stood out, surpassing all other models with exceptional accuracy, precision, 

and recall rates. These results affirm the significant potential of the proposed model for practical 

applications. Future work should focus on fine-tuning the proposed model to further enhance its 

performance, exploring additional features or algorithms to boost classification capabilities, and 

conducting rigorous validation in real-world scenarios. Furthermore, investigating the interpretability 

and robustness of the proposed model will provide valuable insights for its successful deployment 

across diverse domains 
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