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Abstract 

Misinformation has significant adverse effects on individuals, society, and democratic 

processes. It undermines trust in reliable information sources, leading to confusion and 

misinformation. It contributes to the polarization of society by reinforcing existing biases and 

creating echo chambers. Misinformation can also incite fear, panic, and violence, especially 

concerning sensitive issues or false information about health and safety. Additionally, it can 

manipulate public opinion, influence elections, and undermine the integrity of democratic 

systems. This project proposes a three- fold solution to tackle the negative impacts of 

misinformation in India. Hence, a robust system needs to be implemented that can be used to 

curb the spread of this misinformation. Rather than creating just one centralized system, we 

tried to contribute to the linguistic analysis aspect of misinformation detection which can be 

further integrated into systems that incorporate systems such as user trust scores and public 

fact-checking. In this project, we first create a synthetic data set that contains news specific to 

India. We have also created a telegram chatbot where the user can input the news and the bot 

will tell the user the probability of the news being true and additional information such as 

Clickbait Probability, Sentiment Analysis, and Bias Percentage. Our website implementation 

leverages our dataset, Twitter API, and cosine similarity to show the user a score that shows 

how reliable the information is. By using these methods, we can curb the spread of 

misinformation over public platforms such as Twitter and even on public groups on platforms 

such as Telegram. 
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I. INTRODUCTION 

Misinformation is a form of false or 

inaccurate information that is spread 

through various mediums, including social 

media platforms. It can originate from 

various sources, such as individuals, 

organizations, or even automated bots. 

Misinformation can manifest in different 

forms, including misleading news articles, 

manipulated images or videos, fabricated 

quotes or statistics, and conspiracy theories. 

Social media platforms have become 

breeding grounds for the rapid spread of 

misinformation due to their ability to 

connect millions of users instantly. The 

characteristics of social media, such as the 

ease of sharing, lack of gatekeepers, and 

algorithmic amplification, contribute to the 

virality and widespread dissemination of 

misinformation. Here are some ways in 

which misinformation affects people 

through social media: 1. Erosion of Trust 

and Credibility: Misinformation erodes the 

trust people place in traditional media 

sources and institutions. When false 

information is repeatedly shared and 

appears alongside credible news, it 

becomes increasingly challenging for 

individuals to distinguish between what is 

true and what is not. This erosion of trust in 

established sources leads to a growing 

skepticism and cynicism among the public, 

affecting their ability to make informed 

decisions. 2. Polarization and Divisiveness: 

Misinformation on social media often 

exploits existing biases and preconceived 

notions, amplifying polarization within 

society. False narratives and conspiracy 

theories can fuel social and political 

divisions, pitting people against one another 

and undermining social cohesion. The echo 

chambers created by algorithms on social 

media platforms further exacerbate this 

issue by reinforcing users’ existing beliefs 

and limiting exposure to diverse 

perspectives. 3. Public Health and Safety 

Concerns: Misinformation on social media 

can have severe consequences for public 

health and safety. During public health 

crises, such as the COVID-19 pandemic, 

false information about the virus, 

treatments, and vaccines has spread rapidly, 

leading to confusion, panic, and even loss 

of life. Similarly, misinformation related to 

emergencies, natural disasters, or political 

unrest can hinder response efforts and 

jeopardize public safety. 4. Manipulation of 

Elections and Democracy: Misinformation 

campaigns on social media can manipulate 

public opinion and influence electoral 

processes. False information can be 

strategically crafted and targeted to exploit 

vulnerabilities, sway public sentiment, and 

undermine the democratic process. The 

ease with which misinformation can be 

shared and amplified on social media 

makes it a powerful tool for those seeking 

to manipulate public discourse and shape 

election outcomes. 5. Economic Impact: 

Misinformation can also have economic 

consequences. False information about 

companies or products can cause stock 

prices to fluctuate, affecting investors and 

market stability. Additionally, 

misinformation can harm businesses and 

individuals by spreading rumors, damaging 

reputations, and impacting consumer trust. 

Linguistic analysis plays a crucial role in 

the detection of misinformation, as it helps 

identify patterns, characteristics, and 

linguistic cues that are indicative of 

misinformation. By examining the 

language used in news articles or social 

media posts, the linguistic analysis aims to 

uncover deceptive or manipulative tactics 

employed in the dissemination of false 

information. Here’s an explanation of how 

linguistic analysis is employed in 

misinformation detection: 1. Lexical and 

Semantic Analysis: Linguistic analysis 

begins with examining the lexical and 

semantic aspects of the text. Lexical 

analysis involves studying the choice of 

words, their frequency, and their 

associations. mis information articles often 

employ emotionally charged or sensational 

language to evoke strong reactions. 

Analyzing the semantic content helps 

identify inconsistencies, contradictions, or 

misleading claims within the text. 2. 
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Stylistic Analysis: The stylistic analysis 

focuses on the writing style and 

characteristics of the text. It examines the 

grammar, syntax, sentence structure, and 

overall tone. misinformation articles may 

exhibit grammatical errors, inconsistencies 

in writing style, or unusual sentence 

structures. Linguistic analysis can detect 

anomalies and deviations from standard 

writing patterns that indicate a lack of 

professionalism or credibility. 3. Sentiment 

Analysis: Sentiment analysis involves 

determining the emotional tone or 

sentiment expressed in the text. 

misinformation often aims to trigger 

emotional responses in readers. By 

analyzing the sentiment conveyed through 

the use of words and phrases, linguistic 

analysis can identify attempts to manipulate 

or exploit emotions for deceptive purposes. 

4. Source Attribution: Linguistic analysis 

can also help in source attribution by 

examining the linguistic fingerprints of 

different authors or groups. Through the 

analysis of writing style, vocabulary 

choices, sentence structure, and recurring 

patterns, linguistic analysis can reveal 

similarities or inconsistencies that point to 

potential sources of misinformation. 5. 

Stance and Bias Detection: Linguistic 

analysis can uncover the stance or bias 

present in a news article. By examining the 

language used to present information, 

linguistic analysis can identify subtle or 

overt biases that may influence the 

narrative. This analysis helps in 

understanding the potential motivations 

behind the dissemination of misinformation 

and the agenda of the sources. 6. Contextual 

Analysis: Linguistic analysis takes into 

account the broader context in which the 

information is presented. This includes 

examining the historical, cultural, and 

social factors that may influence the 

language used. Understanding the context 

helps identify whether the information 

aligns with established facts or whether it 

deviates from established knowledge, 

indicating a potential falsehood. Linguistic 

analysis serves as a valuable tool in the 

detection of misinformation by uncovering 

linguistic patterns, inconsistencies, biases, 

and manipulative tactics. When combined 

with other analytical techniques, such as 

fact- checking and data analysis, linguistic 

analysis contributes to a comprehensive 

approach in identifying and combatting the 

spread of misinformation. 

 

II. PROBLEM STATEMENT 

To develop an accurate misinformation 

classification system and to create a dataset 

of true news for India. 

Problems in existing systems: 

• Limited Feature Representation: 

Traditional fake news detection 

systems often rely on handcrafted 

features, such as keyword frequency or 

stylistic analysis. These features may 

not capture the nuanced linguistic 

patterns or context necessary to 

identify sophisticated forms of 

misinformation. 

• Evolving Tactics of Misinformation: 

Misinformation tactics continually 

evolve, making it difficult for static 

detection systems to keep up. Fake 

news creators employ various 

strategies, such as altering writing 

styles, using subtle linguistic cues, or 

leveraging current events. This 

requires adaptable detection systems 

that can recognize new patterns and 

trends. 

• Data Sparsity and Imbalance: Fake 

news datasets are often limited and 

imbalanced, with a small number of 

labeled fake news instances compared 

to a larger number of legitimate news 

articles. This imbalance can affect the 

training and generalization capabilities 

of detection systems, leading to biased 

or inaccurate results. 

• Generalizability to New Domains: Fake 

news detection systems trained on 

specific domains or time periods may 

struggle to generalize to new and 
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unseen contexts. This limitation can 

hamper the system’s ability to detect 

misinformation in real-time or in 

different languages or regions. 

How can cosine similarity help solve these 

problems? 

Using cosine similarity on embeddings 

generated with the Doc2Vec (d2v) 

model can help address some of these 

issues and enhance fake news 

detection. The d2v model is a neural 

network-based technique that captures 

the semantic meaning of texts and 

represents them as dense, fixed-length 

vectors (embeddings). Here’s how it 

can contribute to solving the existing 

problems: 

• Capturing Semantic Meaning: The d2v 

model’s ability to generate semantic 

embeddings enables the system to 

capture the nuanced linguistic patterns 

and context associated with fake news. 

By considering the semantic similarity 

between articles, the system can 

identify similarities in language and 

topics that are indicative of 

misinformation. 

• Adapting to Evolving Tactics: The d2v 

model can adapt to evolving tactics of 

misinformation by learning from new 

data. By continually updating the 

model with recent articles, it can 

capture emerging patterns and trends in 

fake news, enabling the system to stay 

up-to-date with the changing landscape 

of misinformation. 

• Handling Data Sparsity and Imbalance: 

The d2v model can alleviate the 

limitations of data sparsity and 

imbalance by leveraging unsupervised 

learning. It can learn from a large corpus 

of both legitimate and fake news 

articles, allowing it to capture the 

broader distribution of language 

patterns and mitigate bias introduced 

by imbalanced datasets. 

• Enhanced Generalizability: The d2v 

model’s ability to learn generalizable 

representations of text makes it suitable 

for detecting fake news in new domains 

or languages. By training on diverse 

datasets, the model can capture 

universal linguistic patterns, allowing 

it to adapt and generalize to different 

contexts. 

• Efficient Similarity Computation: 

Using cosine similarity on d2v 

embeddings enables efficient 

comparison of articles in terms of their 

semantic similarity. This similarity 

measure can help identify articles that 

exhibit similar linguistic patterns or 

content, aiding in the detection of 

potential instances of fake news. 

By leveraging cosine similarity on d2v 

embeddings, fake news detection systems 

can benefit from improved feature 

representation, adaptability, 

generalizability, and efficient comparison. 

This approach enhances the system’s ability 

to accurately detect fake news, enabling a 

more effective and robust defense against 

misinformation. 

 

III. LITERATURE SURVEY 

Various research works have been 

published in the field of misinformation and 

fake news detection. We performed a 

through survey to find all the existing 

methods to detect misinformation. Given 

below is a summary of some important 

papers that describe the best ways to detect 

fake news and misinformation using either 

Knowledge-based, Style-based, 

Propagation-based, or Source-based. 

 

[1] Deals with Misinformation 

classification using the WOA-xgbTree 

algorithm and content features, these 

features define the news article, i.e., useful, 

and unique features. These features are 

extracted and fed into the xgbTree 

algorithm, powered up by the Whale 

Optimization Algorithm (WOA). XgbTree 

algorithm stands for Extreme Gradient 
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Boosting 

Tree algorithm and is an optimized tree 

boosting ensemble technique, i.e., it takes 

inputs from multiple ML models to produce 

the most efficient results. The main feature 

of this algorithm is that it produces decision 

trees sequentially. It is a scalable 

implementation of an old algorithm and is 

useful for multiple Supervised Learning 

problems involving mainly classification 

and regression. Moreover, this algorithm 

shows good compatibility with the WOA. 

The main highlight of this method is that it 

requires only the news content to work, 

unlike other methods which require the 

source and its characteristics as well. 

According to “Saeid Sheikhi”, a dataset 

(ISOT Fake News Dataset) of nearly 44000 

recently obtained news articles, both 

authentic and false, was used for testing and 

training this model, and the model achieved 

a good accuracy and F1 score and was able 

to successfully classify over 91% of the 

articles. 

[6] The motivation for this task was to learn 

more about the various already existing 

methods of flagging misinformation. This 

paper deals with various already existing 

methods for misinformation detection 

compares them and explores the 

opportunities those comparison results 

provide. Already existing fake news 

classification methods can be classified into 

four main categories: Style- based, 

Knowledge-based, Source-based, and 

Propagation-based. There are various fact-

checking websites as well which work on 

different algorithms and analyse different 

types of content. Some of the popular ones 

are Politifact, The Washington Post Fact 

Checker, FactCheck, Snopes, 

TruthOrFiction, FullFact, HoaxSlayer, and 

GossipCop. Most misinformation detection 

techniques have been seen to use the 

datasets obtained from Politifact and 

GossipCop since these are the closest ones 

to the subject of “problem-causing 

misinformation.” Apart from automatic fact-

checking methods, manual fact- checking 

also exists. This is done in cases where 

accurate classification is the top priority 

and is generally conducted by experts in that 

news domain. The chances of excluding 

manual inspection are very low since the 

tools used to identify fake news 

are not particularly accurate. Methods for 

fake news detection include Supervised 

Learning, Decision Trees, Graph Neural 

Networks, Propagation Networks, Deep 

Learning, and multiple other ML 

techniques. New methods are formulated as 

the input type changes. Most of the methods 

consider only the news content as the input, 

but to obtain more accurate results the news 

source cannot be ignored. Moreover, the 

most recent developments around this 

problem statement have seen the rise of 

graph propagation networks which track 

the spread of fake news across social media 

and convert them into a numerical 

representation which is then fed into the 

ML models. 

[3] The research looks at integrating the 

user credibility levels (credibility score 

denotes “the quality of being trustworthy”) 

to track the user-news interactions and has 

the potential to better misinformation 

prediction. Framework TriFN for modelling 

tri-relationship for misinformation 

detection comprises of five major 

components: News contents embedding, 

user embedding, user- news interaction 

embedding, publisher-news relation 

embedding, and a semi-supervised 

classification component. Methods for 

detecting misinformation mostly rely on 

social contexts and news content. Real 

news may be distinguished from false 

information using clues found in news 

content. In news content-based techniques, 

features are extracted as linguistic and 

visual-based features. Linguistic-based 

features identify various writing styles and 

astonishing news reports that occur in 

misinformation, such as lexical and 

syntactic features. Visual-based features 

attempt to identify fake images that are 

deliberately created or identify 
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characteristics of images that are generally 

present in misinformation. In social 

context-based approaches, there are three 

main features: User- based features, post-

based features, and network- based 

features. With the purpose of figuring out 

their characteristics. and integrity, user-

based features are taken from user profiles. 

[9] The objective of this study is to 

understand the relationship between users’ 

profiles on social media and 

misinformation. Firstly, we measure users 

sharing behaviour i.e., users who share true 

news and misinformation, along with it we 

also gather implicit and explicit user 

behaviour and perform a comparative 

analysis on them. Through feature 

importance analysis, we further validate 

these features' efficacy. We collect and 

analyse user profile features from implicit 

and explicit aspects. There are no implicit 

features readily available but are derived 

from users’ online behaviours, such as 

tweets. Age, personality, region, profile 

image, and political bias are some of the 

implicit features. Explicit features are 

directly extracted from the meta-data given 

by social media API queries. We try to 

identify differentiation between users who 

share real news and misinformation, which 

further is used to characterize discriminative 

features for misinformation detection 

(Filtering Bot Users, Identifying User 

Groups) By using the Gini impurity to create 

a feature significance score, we examine 

feature importance in the Random Forest. 

(Register Time, Verified, Political Bias, 

Personality, Status Count). 

[2] This paper provides a thorough 

examination of how to spot fake news on 

social media, including explanations of 

fake news based on psychological and 

sociological theories, current data mining 

methods, evaluation criteria, and 

representative datasets. The detection of 

fake news is said to as a binary 

classification problem since it is simply a 

bias on information that has been skewed by 

the publisher. Next, a general framework 

for data mining consists of the phases of 

model construction and feature extraction 

for the detection of fake news. Different 

types of feature representations can be 

constructed based on these content 

attributes to extract distinguishing traits of 

fake news. We classify current techniques 

into News Content Models and Social 

Context Models based on their main input 

sources. In the News Content Models 

method, we use existing factual sources 

and news 

content features primarily to identify fake 

news. Available methods can be divided 

into Knowledge- based (Knowledge-based 

strategies try to leverage outside sources to 

verify assertions made in news material.) 

and Style-based (Style-based approaches 

aim to identify manipulators in the writing 

of news content in order to identify fake 

news.) Social media's characteristics give 

academics new tools to complement and 

improve News Content Models. Social 

context models incorporate pertinent user 

social interactions into the study, capturing 

this supplemental data from various angles. 

[5] The primary objective of this study is to 

study the methods   for   misinformation   

detection.   Many of them depend on 

identifying user traits, content, and context 

that point to misinformation. We also 

examine datasets that have previously been 

employed to classify fake news. Analyzing 

false news information alone will not be 

enough to develop a dependable and 

efficient detecting system. Thus, in order to 

have a thorough understanding of online 

social data, additional essential significant 

factors are explored in this study, including 

author and user analysis and news context. 

Resources for fact-checking are often used 

by major media outlets. Real-time news is 

often a combination of facts, therefore 

sometimes the whole issue cannot be 

properly explained by a binary 

classification result. In the most recent fact-

checking resources, a wide range of 

evaluation criteria or visual metrics is 

utilised to assess the news's level of 
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veracity. Fact- checking is a useful tool for 

spotting fake news since it informs readers 

of what is accurate, false, or in- between. 

For the classification of online hoaxes, 

frauds, and misleading information, 

supervised machine learning algorithms 

such as Random Forest, Logistic 

Regression, Support Vector Machine 

(SVM), Decision Trees, and K-nearest 

Neighbour have been widely used in the 

past. Unsupervised learning is more 

realistic and practical for tackling problems 

in the real world. However, there aren't 

many studies that focus specifically on 

identifying bogus news on the internet 

without supervision. The majority of them 

concentrate on sentiment analysis or 

semantic similarity analysis. By integrating 

word similarity and word-order similarity, 

an unsupervised similarity assessment for 

online fraudulent reviews may successfully 

identify almost identical internet 

assessments. The correlations between 

visual information and important contextual 

data may be used to predict the sentiment of 

social photographs from two large- scale 

datasets in an unsupervised sentiment 

analysis framework for social media photos. 

[4] Through the use of a framework 

(SpotFake) for a multimodal false news 

detection system, this research presents a 

method to identify fake news. The 

SpotFake framework learns textual features 

from the provided article or post using 

language models like BERT (Bidirectional 

Encoder Representations from 

Transformers).and VGG-19 pre-trained on 

the ImageNet dataset to incorporate image 

features. After this, the desired news vector 

is then created by concatenating the 

representations of both. Finally, this news 

vector is used for classification. Two 

publicly accessible datasets, the Twitter 

MediaEval Dataset and the Weibo Dataset, 

are used to train SpotFake. There are three 

sub- modules in SpotFake. An extractor for 

textual features is the first sub-module that 

uses the BERT language model to extract 

contextual text features. The visual feature 

extractor, which is the second sub-module, 

uses pre-trained VGG-19 to extract the 

visual features from a post. A multimodal 

fusion module, which forms the last sub-

module, integrates the representations 

received from various modalities to create a 

news feature vector. SpotFake extracts data 

using pre-trained ImageNet models and a 

language transformer model, then classifies 

data using a fully connected layer. It 

performs better than the baselines on 

average by 6% accuracy. 

[8] The purpose of this study is to recognise 

and comprehend social media posts that 

include fake news. In this research paper, 

the features are extracted from news stories, 

including sources and social media posts. 

Features for fake news detection 

are extracted from news content, news 

source, and the environment. From news 

content, Textual Features are extracted that 

include language Features (Syntax), 

Lexical Features, Psycholinguistic Features 

like Linguistic Inquiry and Word Count 

(LIWC), Semantic Features, and 

Subjectivity. From News Source Features, 

this set is composed of three features also 

called domain localization Bias, Credibility 

and Trustworthiness, and Domain 

Location. Environment Features contains 

user statistics about the user engagement 

involvement with the social media handles. 

The Environment features contain two 

features. Engagement, Temporal Patterns. 

After the extraction of the features, the 

researchers used various classifiers to 

check the most suitable classifier among 

them, which includes Naive Bayes (NB), K-

Nearest Neighbours (KNN), Support 

Vector Machine with RBF kernel (SVM), 

Random Forests (RF), and XGBoost 

(XGB). Since they had already extracted 

the features already, they didn't use any 

neural network. They measured the 

effectiveness of each classifier using the 

area under the ROC curve (AUC) and the 

Macro F1 score. The trade-off between true 

and false positive rates can be controlled 

using the decision threshold; hence the 

AUC is employed. The F1 score combines 
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recall and precision for each class into a 

single metric, and the Macro F1 score shows 

how well the classifier performed overall. 

Examining the ROC for XGB classifier, 

they found that it can categorise nearly all of 

the false information while incorrectly 

categorising 40% of the actual information. 

 

IV. DESIGN AND METHODOLOGY 

The proposed system consists of three 

major categories - Telegram Bot, Fact-

checking website, and Dataset. We have 

divided our proposed solution into these 3 

modules. 

 

 

Figure 4.1: System Diagram 

Figure 4.1 shows our project’s overall 

system architecture. Each individual 

module is explained in the following 

sections. 

 

 

Figure 4.2: Use-case Diagram 

Figure 4.2 shows our project’s overall use-

case scenarios. These are elaborated further 

in the following sections as well. 

 

Telegram ChatBot- 

• Collect a labeled dataset of fake and 

genuine news articles for training the 

ML classification model. 

• Preprocess the dataset by cleaning, 

tokenization, and feature extraction. 

• Preprocess the dataset by cleaning, 

tokenization, and feature extraction. 

• Develop a Telegram bot using the 

Telegram Bot API or a framework like 

python-telegram-bot. 

• Implement the necessary logic to receive 

news article submissions from users and 

send them to the server for classification. 

• On the server-side, preprocess the 

incoming news articles using the same 

preprocessing steps as during training. 

• Feed the pre-processed data into the 

trained ML model to predict the 

probability of the article being fake or 

genuine 

• Send the classification result back to the 

Telegram bot, which then displays it to 

the user. 

 

 

Figure 4.3: architecture of the chatbot 

 

 

Figure 4.4: Sequence Diagram of the chatbot 
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BERT – 

BERT (Bidirectional Encoder 

Representations from Transformers) is a 

groundbreaking model in natural language 

processing (NLP) that introduced a new 

paradigm for language understanding. It 

leverages a transformer-based architecture, 

which is a type of neural network that 

excels at capturing longrange 

dependencies in sequential data. Unlike 

previous models that processed text in a 

left-to-right or right- to-left manner, BERT 

utilizes a bidirectional approach by 

considering both the left and right context 

of each word. During pre-training, BERT is 

exposed to vast amounts of unlabeled text 

data and learns to predict missing words in 

sentences. This process enables BERT to 

develop a deep understanding of language 

semantics, syntax, and context. The model 

is trained on massive datasets, such as 

Wikipedia and BooksCorpus, allowing it to 

acquire a broad knowledge base. Once pre-

trained, BERT can be fine-tuned for 

specific downstream tasks, such as 

sentiment analysis, named entity 

recognition, question answering, and more. 

Fine- tuning involves training BERT on a 

smaller labeled dataset that is specific to the 

task at hand. By leveraging the pre-trained 

knowledge, BERT can adapt to different 

tasks with relatively little additional 

training. BERT’s success stems from its 

ability to generate contextually rich word 

embeddings, known as contextual word 

representations. These embeddings capture 

the intricate relationships between words 

and their surrounding context, leading to 

improved performance in various NLP 

applications. BERT has significantly 

advanced the state of the art in NLP and has 

become a foundation for many subsequent 

models and techniques in the field. Its 

widespread impact has led to advancements 

in areas like chatbots, virtual assistants, 

document understanding, and more. 

 

 

Figure 4.5: BERT Architecture 

 

Website – 

• Integrate with the Twitter API v2 to fetch 

real-time tweets based on selected 

keywords or trends. 

• Preprocess the fetched tweet content by 

cleaning, tokenization, and any 

necessary normalization. 

• Utilize a cosine similarity algorithm to 

compare the preprocessed tweet content 

with a dataset of verified information 

• Determine the similarity score and 

classify the tweet as accurate, 

misleading, or potentially false based on 

a threshold. 

• Update the website with the fact-

checking result and embed the original 

tweet for users to view 

 

 

Figure 4.6: Fact-Checking website 

architecture 

 

Cosine Similarity for fact checking – 

Cosine similarity is a mathematical 

measure used to determine the similarity 

between two vectors in a multi-dimensional 

space. It measures the cosine of the angle 

between the vectors, providing a value 
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between -1 and 1, where -1 represents 

completely dissimilar vectors, 1 represents 

completely similar vectors, and 0 represents 

vectors that are orthogonal (perpendicular) 

to each other. To understand cosine 

similarity in depth, let’s break it down step 

by step: 

1. Vector Representation: In the context 

of cosine similarity, the objects being 

compared are represented as vectors in 

a multi-dimensional space. Each 

dimension of the space corresponds to a 

feature or attribute of the objects being 

compared. 

2. Magnitude of Vectors: The length or 

magnitude of a vector is determined by 

the values of its components in each 

dimension. The magnitude represents 

the ”strength” or ”size” of the vector. 

3. Dot Product: The dot product of two 

vectors is the sum of the products of 

their corresponding components. It 

measures the similarity in the direction 

of the vectors. In other words, it 

indicates how much two vectors align 

with each other. 

4. Cosine of the Angle: Cosine similarity 

takes into account the dot product of 

two vectors as well as their magnitudes. 

It calculates the cosine of the angle 

between the vectors using the formula: 

5. cosinesimilarity

 = 

dotproduct(A,B)/(magnitude(A) ∗ 

magnitude(B)) dot product of the 

vectors is divided by the product of 

their magnitudes to normalize the 

similarity value between -1 and 1. 

6. Interpreting Cosine Similarity: The 

resulting cosine similarity value 

provides a measure of similarity 

between the two vectors. A value close 

to 1 indicates that the vectors are 

pointing in similar directions, meaning 

they have a high degree of similarity. 

A value close to -1 indicates that the 

vectors are pointing in opposite 

directions, indicating dissimilarity. A 

value of 0 suggests that the vectors are 

orthogonal, meaning they are unrelated 

or have no similarity. 

 

 

Figure 4.7: Working of cosine similarity 

 

Figure 4.7 shows process interactions 

arranged in time sequence in the field of 

software engineering. It depicts the 

processes and objects involved and the 

sequence of messages exchanged between 

the processes and objects needed to carry 

out the functionality. 

 

 

Figure 4.8: Sequence diagram of the 

website Synthetic Diagram – 

• Identify a reliable source for authentic 

Indian news, such as the official Indian 

government website pib.gov.in. 

• Use a web scraping tool like Octoparse 

to extract press releases and relevant 

details (headlines, dates, content) from 

the website. 

• Perform basic preprocessing steps on the 
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scraped data, including cleaning, text 

normalization, tokenization, stopword 

removal, and lemmatization. 

• Structure the preprocessed data into a 

dataset format suitable for analysis and 

training ML models. 

 

V. IMPLEMENTATION 

Technologies Used – 

The proposed system architecture/design is 

implemented using tools like Python, 

Kaggle, HuggingFace, Streamlit, Twitter 

API, Postman, and Octoparse. 

• Python is a popular programming 

language that is widely used in machine 

learning and artificial intelligence due to 

its simplicity, flexibility, and powerful 

libraries like TensorFlow, PyTorch, and 

scikit-learn. It’s easy-to-understand 

syntax and vast ecosystem of packages 

make it convenient for tasks such as data 

preprocessing, statistical analysis, model 

training, and deploying AI systems. 

Python’s community support and rich 

documentation contribute to its 

prominence in the field, enabling 

researchers and developers to prototype 

and implement complex machine 

learning and AI algorithms efficiently. 

• HuggingFace is an open-source 

platform and community that focuses on 

natural language processing (NLP) and 

deep learning. Hugging Face’s 

Transformers library is particularly 

relevant for fake news detection as it 

offers pre-trained language models that 

can be fine-tuned for specific tasks, 

including text classification. These 

models, such as BERT (Bidirectional 

Encoder Representations from 

Transformers) or GPT (Generative Pre-

trained Transformer), have been trained 

on vast amounts of text data and have 

shown exceptional performance in 

understanding and generating natural 

language. 

• Streamlit is an open-source Python 

library that simplifies the creation of 

interactive and customizable web 

applications for data science and 

machine learning. It allows data 

scientists and developers to transform 

their scripts or models into intuitive and 

visually appealing apps with minimal 

effort. With Streamlit, users can easily 

create interactive dashboards, 

visualizations, and forms that update in 

real-time, making it ideal for 

prototyping, sharing, and deploying 

data-driven applications. Streamlit’s 

simplicity and focus on code-first 

development make it a popular choice 

for building interactive data science 

applications without the need for 

extensive web development knowledge. 

• Twitter v2 API is the latest version of the 

Twitter API that provides developers 

with enhanced capabilities for accessing 

and interacting with Twitter data. It 

introduces new features such as real- 

time streaming, improved search 

functionality, and expanded tweet 

metrics. The API enables developers to 

retrieve and analyze tweet data, user 

profiles, trends, and more, empowering 

them to build applications, perform 

sentiment analysis, monitor social media 

trends, and gain insights from the vast 

amount of information shared on the 

Twitter platform. 

• Postman is a comprehensive API tool that 

facilitates the entire API development 

lifecycle. It allows developers to create 

and send HTTP requests to APIs, with 

support for various request methods, 

headers, and query parameters. It also 

provides a powerful testing framework 

that enables users to write and execute 

automated tests for their APIs, ensuring 

functionality and reliability. Postman’s 

intuitive interface allows for easy 

collaboration among team members, 

making it a valuable tool for API 

development, testing, debugging, and 

documentation. 

• Octoparse is a web scraping tool that 
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allows users to extract data from 

websites without the need for coding or 

manual copying. It provides a user-

friendly interface where users can 

visually select and define the data they 

want to scrape using its built-in browser. 

Octoparse supports various extraction 

tasks, including text, images, tables, 

and more, and offers features like 

scheduling, cloud extraction, and data 

export options. It is widely used for 

automating data extraction and web 

scraping tasks, making it an efficient 

solution for collecting data from 

multiple websites for analysis or 

research purposes. 

• Kaggle is a popular online platform and 

community for data science and machine 

learning practitioners. It offers a diverse 

range of datasets, machine learning 

competitions, and collaborative tools to 

foster learning, competition, and 

knowledge exchange. Kaggle is 

extensively used for training models due 

to several reasons. Firstly, it provides 

access to a vast repository of diverse and 

real-world datasets, enabling users to 

work with rich and varied data. 

Secondly, Kaggle offers a pre-

configured environment with essential 

libraries and frameworks, making it 

convenient for prototyping and 

implementing machine learning models. 

Thirdly, it hosts machine learning 

competitions that provide benchmarks 

and opportunities for practitioners to 

showcase their skills. Finally, Kaggle’s 

active community encourages 

collaboration, knowledge sharing, and 

feedback, creating a supportive 

environment for learning and improving 

model- building capabilities. 

 

The Three-fold Implementation – 

To tackle this problem of misinformation 

flagging, we have built a comprehensive 

system that incorporates a Telegram bot, a 

website, and an authentic Indian news 

dataset. This implementation aims to 

empower users with tools to identify and 

combat misinformation effectively. 

Following is a brief about all the parts: 

• Fake News Classification Telegram 

Bot: The Telegram bot plays a vital role 

in the system by providing users with a 

streamlined platform to detect fake 

news articles. Leveraging a machine 

learning (ML) classification model, the 

bot evaluates the authenticity of news 

articles submitted by users. It employs 

advanced natural language processing 

techniques to analyze the content and 

predict the probability of the article 

being fake or genuine. The bot operates 

using a client-server architecture, where 

the ML model resides on the server-

side, ensuring scalability and efficient 

processing of user requests. 

• Real-Time Tweet Fact-Checking 

Website: The website component of the 

system focuses on real- time tweet fact-

checking using the Twitter API v2. By 

fetching tweets in real-time, the website 

can analyze and fact-check the 

information shared on Twitter. It 

employs a Cosine Similarity-based 

algorithm to compare the tweet content 

against a dataset of verified 

information. The website then updates 

the fact-checking result, along with an 

embedded version of the original tweet. 

This functionality enables users to make 

informed judgments about the accuracy 

of the tweet and promotes a more 

reliable sharing of information on 

Twitter. 

• Authentic Indian News Dataset: To 

ensure a trustworthy and reliable 

information source, an authentic Indian 

news dataset has been created. The 

dataset is compiled by web scraping 

press releases from the official Indian 

government website, pib.gov.in. 

Utilizing the Octoparse web scraping 

software, the   process   involves   the   

automated ex traction of relevant data 

elements such as headlines, dates, and 

content. The extracted data then 
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undergoes preprocessing steps, 

including cleaning, normalization, 

tokenization, stopword removal, and 

lemmatization. These steps transform 

the raw scraped data into a structured 

and standardized format, ready for 

analysis. 

 

Telegram Bot – 

The fake news classification Telegram bot 

is designed to provide users with a reliable 

mechanism to identify and filter out fake 

news articles. The system architecture is 

built to leverage the power of machine 

learning (ML) classification models in the 

backend. The architecture follows a client-

server model, with the Telegram bot acting 

as the client and the ML model residing on 

the server. When a user interacts with the 

Telegram bot by submitting a news article, 

the bot sends the article’s content to the 

server for classification. On the server side, 

the ML model is responsible for the 

classification task. The model is trained on 

a labeled dataset containing both genuine 

and fake news articles. It employs advanced 

natural language processing techniques to 

analyze the content and extract meaningful 

features. These features are then fed into the 

ML model, which predicts the probability of 

the article being fake or genuine. To 

facilitate the classification process, the 

server architecture includes pre-processing 

modules. These modules handle tasks such 

as text cleaning, tokenization, and feature 

extraction. The pre- processed data is then 

fed into the ML model for classification. 

The server communicates the classification 

results back to the Telegram bot. The 

system architecture ensures scalability and 

performance by utilizing cloud-based 

infrastructure. The server component is 

hosted on a cloud platform, which allows for 

easy scaling to handle multiple user requests 

simultaneously. Additionally, the 

architecture incorporates caching 

mechanisms to optimize response times for 

frequently classified articles. In summary, 

the architecture of the fake news 

classification Telegram bot combines the 

power of machine learning, natural 

language processing, and cloud computing. 

It provides users with a reliable and 

efficient tool for identifying fake news 

articles, helping to promote information 

accuracy and combat misinformation in 

today’s digital landscape. 

 

Website – 

The website is designed to provide users 

with a platform to fact-check tweets in real 

time using a combination of the Twitter 

API v2 and a Cosine Similarity based 

algorithm. The goal is to verify the 

accuracy of information shared on Twitter 

and provide users with reliable information. 

The website’s architecture integrates with 

the Twitter API v2, allowing it to fetch 

tweets in real time. This integration enables 

the website to monitor the latest tweets and 

perform fact checking on the fly. By 

leveraging the Twitter API, the website 

ensures that it stays up to date with the latest 

information being shared on the platform. 

Upon fetching a tweet, the website employs 

a Cosine Similarity-based algorithm to 

compare the content of the tweet against a 

dataset of verified information. The dataset 

contains reliable and factual information, 

which serves as a reference for fact-

checking. The algorithm calculates the 

similarity between the tweet and the dataset 

using cosine similarity, which measures the 

similarity of their content. Once the fact-

checking process is complete, the 

website updates the result along with an 

embedded version of the original tweet. The 

result can indicate whether the tweet is 

factually accurate, misleading, or 

potentially false. This information is 

valuable for users to assess the credibility of 

the tweet and make informed judgments 

about the information they encounter on 

Twitter. The web site’s interface is 

designed to be user-friendly and intuitive. 

Users can easily input or search for specific 

tweets to fact-check. The website then 

displays the fact-checking result, providing 
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users with transparent and reliable 

information about the accuracy of the tweet. 

To ensure scalability and responsiveness, 

the website is hosted on a robust server 

infrastructure. This infrastructure allows 

for efficient handling of multiple user 

requests simultaneously, ensuring a smooth 

user experience. In summary, the website 

combines the power of real- time tweet 

fetching using the Twitter API v2 and fact-

checking based on a Cosine Similarity 

algorithm. By providing users with up-to-

date and reliable information, the website 

contributes to combating misinformation 

on Twitter and promotes a more accurate 

sharing of information in the digital realm. 

 

Dataset – 

The process began with the selection of 

pib.gov.in as the source website for scraping 

authentic Indian news. PIB (Press 

Information Bureau) is the nodal agency of 

the Indian government for communicating 

official news and information. Octoparse, a 

web scraping software, was utilized to 

extract the desired data from the website 

efficiently. 

Using Octoparse, the web scraping process 

involved identifying the relevant sections or 

pages on pib.gov.in that contained the press 

releases. Octoparse provides a user-

friendly interface for visually selecting and 

extracting specific data elements, allowing 

for customization and fine-tuning of the 

scraping process. The software enabled 

automated retrieval of the press releases, 

capturing details such as headlines, dates, 

content, and any other pertinent 

information. Once the scraping process was 

complete, the extracted data underwent 

basic preprocessing steps to make it usable 

for further analysis. Preprocessing is a 

crucial step in preparing the data for 

analysis or modeling. 

The preprocessing steps typically involve 

cleaning and transforming the data. In the 

case of the scraped press releases dataset, 

some of the preprocessing steps included: 

1. Data Cleaning: This step involved 

removing any irrelevant or redundant 

information, such as HTML tags, 

special characters, or noise in the text. 

2. Text Normalization: The text content of 

the press releases underwent 

normalization techniques like 

lowercasing, removing punctuation, 

and expanding abbreviations to ensure 

consistency. 

3. Tokenization: The press release text 

was split into individual tokens or 

words to facilitate further analysis. 

Tokenization helps break down the text 

into meaningful units for various 

natural language processing tasks. 

4. Stopword Removal: Common words 

that do not add significant value to the 

analysis, such as articles (e.g., ”the,” 

”a”) and prepositions (e.g., ”in,” ”on”), 

were removed. 

5. Lemmatization or Stemming: Words in 

the press release text were transformed 

into their base or root forms using 

techniques like lemmatization or 

stemming. This process helps to 

reduce word variations and improve 

textual analysis. 

These preprocessing steps aimed to clean 

and transform the raw scraped data into a 

structured and standardized format, making 

it ready for further analysis or modeling 

tasks such as classification, sentiment 

analysis, or topic modeling. In summary, 

the process involved using Octoparse to 

scrape press releases from pib.gov.in and 

subsequently 

performing basic preprocessing steps on the 

extracted data. The combination of web 

scraping and preprocessing techniques 

enabled the creation of a usable dataset of 

authentic Indian news, providing a valuable 

resource for various data analysis and 

information extraction tasks. 
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VI. RESULTS 

The results of the implementation are 

given below. Fake News Classification 

Telegram Bot – 

• The Telegram bot successfully 

processes user- submitted news articles 

and provides classification results. 

• The ML classification model 

demonstrates high accuracy in 

distinguishing between genuine and 

fake news articles. 

• User feedback indicates that the bot is 

user-friendly and provides a valuable 

tool for identifying fake news. 

 

We can see the results provided by the 

chatbot in Fig 6.1 

 

 

Figure 6.1: Telegram Chatbot 

 

Real – Time Tweet Fact-Checking 

Website – 

• The website effectively fetches and 

analyzes real- time tweets using the 

Twitter API v2 

• The Cosine Similarity-based algorithm 

demonstrates reliable performance in 

compar ing the tweet content with a 

dataset of verified information. 

• The fact-checking results are promptly 

updated on the website, allowing users to 

assess the the credibility of the tweets 

they encounter on Twitter. 

 

Fig 6.3, shows an example of true news that 

was correctly classified and fig 6.2, shows 

an example of fake news that has been 

correctly classified as a fake image 

 

Figure 6.2: Fake News Prediciton 

 

 

Figure 6.3: True News Prediction 

 

Authentic Indian News Dataset – 

• The authentic Indian news dataset, 

obtained through web scraping of press 

releases from pib.gov.in, provides a 

valuable resource for training and 

analysis purposes. 

• The preprocessing steps applied to the 
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dataset ensure a structured and 

standardized format, making it suitable 

for various data analysis tasks. 

• The dataset contributes to the overall 

accuracy and reliability of the system’s 

fake news classification capabilities. 

 

In fig 6.4, we can see a screenshot of the 

dataset that was gathered 

 

Figure 6.4: Dataset 

 

Comparison with Other Fake News 

Classification Techniques – 

• The proposed methodology 

demonstrates competitive performance 

compared to traditional rule-based 

approaches, textual feature-based 

approaches, and social network 

analysis techniques. 

• Machine learning models trained on 

labeled datasets outperform rule-based 

approaches by capturing complex 

patterns and context in news articles. 

• Advanced natural language processing 

techniques employed in the 

methodology improve classification 

accuracy by extracting meaningful 

features from the text. 

• While social network analysis focuses 

on propagation patterns within 

networks, the proposed methodology 

directly assesses the accuracy of 

individual news articles 

• Although deep learning approaches 

could be considered in the future, the 

current methodology offers effective 

results without the need for extensive 

computational resources or large 

datasets. 

 

Overall, the implemented system 

combining the Telegram bot, real-time 

tweet fact-checking website, and authentic 

Indian news dataset has yielded successful 

results in detecting and combating fake 

news. The components demonstrate 

efficient performance, accurate 

classification, and user- 

friendly interfaces. The methodology 

stands out compared to other fake news 

classification techniques, ensuring reliable 

detection and verification of 

misinformation while promoting 

information accuracy in today’s digital 

landscape. 

 

VII. CONCLUSION AND FUTURE 

WORK 

The implemented system comprising the 

Fake News Classification Telegram Bot, 

Real-Time Tweet Fact- Checking Website, 

and Authentic Indian News Dataset has 

shown promising results in combating fake 

news and promoting information accuracy. 

By leveraging machine learning, natural 

language processing, and real-time data 

processing techniques, the system provides 

users with effective tools to identify, verify, 

and combat misinformation. 

The Telegram bot successfully classifies 

news articles, providing users with valuable 

insights into the authenticity of the content. 

The real-time tweet fact-checking website 

enables users to assess the credibility of 

tweets on Twitter, contributing to a more 

reliable sharing of information. The 

authentic Indian news dataset serves as a 

trustworthy resource for training and 

analysis, enhancing the overall accuracy 

and reliability of the system’s classification 

capabilities. 

The methodology employed in this system 

has demonstrated superiority over 
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traditional rule-based approaches, textual 

feature-based methods, and social network 

analysis techniques. The integration of 

advanced machine learning models, 

preprocessing techniques, and real-time data 

processing has proven effective in detecting 

and combating fake news. 

There are several potential avenues for 

future work to further enhance the system’s 

capabilities and address emerging 

challenges in the fight against fake news : 

 

1. Expansion of Training Data : Increase 

the size and diversity of the training 

dataset to improve the ML model’s 

performance. Incorporate data from 

multiple sources and languages to 

handle a broader range of fake news 

scenarios. 

2. Deep Learning Models : Explore the 

integration of deep learning models 

such as recurrent neural networks 

(RNNs), transformers, or BERT to 

enhance the system’s classification 

accuracy and capture complex 

linguistic patterns. 

3. Fact-Checking Source Expansion : 

Extend the fact-checking capabilities to 

include additional reliable sources and 

organizations specializing in fact-

checking. This expansion would 

provide users with a more 

comprehensive assessment of news 

authenticity. 

4. User Feedback Integration : Implement 

a mechanism to collect user feedback 

on classified articles and fact-checking 

results. This feedback can be used to 

continuously improve the system’s 

performance and address any false 

positives or negatives. 

5. Multimedia Analysis : Extend the 

system’s capabilities to analyze 

multimedia content, such as images and 

videos, for detecting manipulated or 

misleading visual information. 

6. Real-Time News Monitoring : Enhance 

the real- time capabilities of the system 

by monitoring news sources beyond 

Twitter. Incorporate real-time 

monitoring of news websites, RSS 

feeds, and social media platforms to 

identify and flag potentially misleading 

information as early as possible. 

7. Collaboration with Social Media 

Platforms : Establish collaborations 

with social media platforms to integrate 

the system’s functionality directly into 

their platforms. This collaboration 

would provide users with immediate 

access to fact-checking results and 

contribute to a safer online 

environment. 

 

In conclusion, the implemented system 

showcases promising results in combating 

fake news and promoting information 

accuracy. Future work should focus on 

expanding the training data, incorporating 

deep learning models, and enhancing the 

system’s capabilities through user 

feedback, multimedia analy sis, and real-

time news monitoring. By continually 

refining and evolving the system, we can 

make significant strides in mitigating the 

spread of fake news and fostering a more 

informed digital ecosystem. 
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