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Abstract: 

Machine learning has become increasingly important in various fields, including the mechanical industry. API steels 

being a subgroup of high-strength low-alloy (HSLA) steels have been designed for use in the petroleum industry. In this 

research, the application of machine learning models to estimate the mechanical properties of API steels was explored. 

Both non-linear and linear machine learning models were employed to predict the yield strength of API steels. The 

models were evaluated using different performance metrics on test samples, which produced promising results. Random 

forest model proved to be effective in estimating the yield strength of API steels with a R2 Score of 0.95. The results 

exhibit the effectiveness of machine learning techniques in predicting mechanical properties, making them a valuable 

tool for researchers and engineers in the materials industry. 
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1. Introduction: 

API steels are a type of high-strength low-alloy (HSLA) steel 1 primarily developed for use in the 

petroleum industry 2. A mixture of alloying elements, such as chromium, molybdenum, and nickel are 

present in these steels, which impart enhanced strength and corrosion resistance to them 3. Their design 

is specifically aimed at enduring extreme temperatures, pressures, and corrosive environments 4,5 that 

are frequently encountered in the oil and gas sector. API steels are graded accordingly to maintain the 

quality of the steels used for the production of pipes and other equipment. The most widely used API 

grade classifications are API 5L for seamless and welded pipes, API 5CT and API 5B for casing and 

tubing, and API 5D for drill pipe 6. Given their exceptional strength and toughness, API steels are 

extensively used in various applications, such as pipelines, offshore platforms, and drilling equipment, 

to withstand challenging industry conditions. 

 

Machine learning, a branch of artificial intelligence, enables computers to learn from data and make 

decisions or predictions without human intervention. The three primary types of machine learning 

include reinforcement learning, unsupervised learning, and supervised learning. In supervised 

learning, labeled data is used to teach the algorithm in order to predict new data. Unsupervised learning 

entails discovering relationships and patterns in unlabeled data, while reinforcement learning involves 

learning through trial and error in a dynamic environment. Machine learning has widespread 

applications, including fraud detection, speech and image recognition, autonomous vehicles, 

predictive maintenance, natural language processing, and recommendation systems. With the 
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continuous growth in data generation, machine learning is gaining importance in making sense of and 

extracting insights from the vast amount of data 7. 

 

The utility of machine learning in production engineering and material science is diverse and 

extensive. One of its primary applications is the optimization of manufacturing processes, which is 

achieved through the prediction of defects, monitoring of equipment performance, and enhancement 

of product quality. In material science, machine learning techniques are used to expedite the discovery 

of new materials, predict their properties and performance, and optimize their processing 8. 

Furthermore, machine learning algorithms are leveraged for predicting the fatigue life of materials 9, 

analyzing fracture patterns 10, and detecting material defects 11. Additionally, predictive maintenance 

is another area where machine learning is used to identify potential equipment failures before they 

occur, thereby ensuring uninterrupted operations and reducing downtime 12. 

 

This research aims to devise and compare several machine learning models to predict the minimum 

yield strength (in ksi) of API steels based on their mechanical properties and chemical composition. 

The dataset consisted of API steels with confirmed target values of yield strength, which were used to 

train and evaluate the models. The objective of this study is to determine the most precise and 

dependable ML model to anticipate the yield strength of API steels. 

 

2. Methodology: 

 
                                                  Figure 1: Flowchart of the steps followed in the analysis 
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This study utilized machine learning techniques to estimate the yield strength of API steels. As 

depicted in Figure 1, Initially a dataset of API steels was gathered, and their chemical composition, 

physical properties, and mechanical properties were recorded. Since the variation in physical 

properties was negligible, they were eliminated from the analysis. Subsequently, the dataset was 

divided into two sets, one having 87% of the data was allocated for training and another having 13% 

for testing. In the case of Linear models, data were subjected to feature scaling or normalization, while 

it was deemed unnecessary for nonlinear models. Also, Features like Cr and Ni having a high number 

of outliers were removed from the analysis while using Linear models in order to improve their 

performance 13. Multiple regression, multiple regression with L1 regularization, multiple regression 

with L2 regularization, decision tree, and random forest models were established using the training 

data. The models' performance was assessed using R2 score, mean absolute percentage error (MAPE), 

and mean absolute error (MAE) metrics, which were later compared and have been summarized in 

Table 1. 

 

2.1 Artificial Intelligence Models: 

This study explores various machine learning models to estimate the yield strength of API steels on 

the basis of their chemical compositions and mechanical parameters. The aim is to achieve accurate 

prediction by implementing and evaluating several regression-based models, including random forest, 

decision tree, and multiple regression. This section provides a detailed overview of each of these 

models, including their underlying principles and performance metrics. 

 

2.1.1. Multiple Regression: 

Multiple regression is an analytical method used to analyze the relationship between multiple 

independent variables and an outcome variable. It helps to estimate the outcome variable based on the 

values of multiple independent features 14. In multiple regression, a regression equation is created that 

estimates the value of the outcome variable based on the values of the independent variables. 

 

The expression of multiple regression is given as: 

�̂� = α0 + α1𝑥1 + α2𝑥2 + ⋯ + α𝑛𝑥𝑛 

here,    ŷ = Dependent Variable (Yield Strength(min)). 

x1 to xn = independent variables (Chemical composition and mechanical properties) 

E = Irreducible/ Prediction error  

 

Hence the equation of the predicted yield strength can be given as: 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑦𝑖𝑒𝑙𝑑 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ = α0 + α1(𝐶) + α2(𝑀𝑛) + α3(𝑆𝑖) + α4(𝑀𝑜) + α5(𝐶𝑢) + α6(𝑉) + α7(𝑁) +

α8(𝑆) + α9(𝑃) + α10(𝐹𝑒) + α11(𝐻𝑎𝑟𝑑𝑛𝑒𝑠𝑠(𝐻𝐵,  𝑚𝑖𝑛)) + α12(𝐻𝑎𝑟𝑑𝑛𝑒𝑠𝑠(𝐻𝐵,  𝑚𝑎𝑥))  +  𝐸                    (1) 

 

where, 𝛼0= y-intercept 

𝛼𝑛 = Slope of the line, where n = 1,2, 3... 
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                                                          𝛼0 =
(∑𝑦)(∑𝑥2)−(𝛴𝑥)(𝛴𝑥𝑦)

𝑛(∑𝑥2)−(∑𝑥)2                                                             (1a) 

 

                                                          𝛼𝑛 =
𝑛(∑𝑥𝑦)−(∑𝑥)(𝛴𝑦)

𝑛(∑𝑥2)−(∑𝑥)2                                                                   (1b) 

 

The above equations are solutions to the cost function of Multiple regression using the Ordinary Least 

Square method 15. 

 

The cost function for Multiple regression: 

   Minimize 𝜃 =  𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1
                                                             (2) 

where 𝑦𝑖 = actual values and �̂�𝑖 = predicted values 

 

As per our case, it can be written as: 

 𝜃 = Summation of ((Actual Yield Strength – Predicted Yield strength)2) for all records 

 

However, in some cases, multiple regression models can be prone to overfitting, especially when there 

are many independent variables. This can result in models that are overly complex and have poor 

predictive power. Regularization is a method that can help in the prevention of overfitting by adding 

a penalty term to the regression equation 16. 

 

L1 and L2 regularization are two commonly used techniques for regularized multiple regression. In 

the case of L1 regularization, a penalty term is added to the cost function that is proportional to the 

absolute value of the coefficients. This technique is also known as Lasso regression. On the other hand, 

in the case of L2 regularization, also called Ridge regression, a penalty term is added which is 

proportional to the square of the coefficients 17. 

 

The cost function in case of L1 regularization: 

𝜃 = ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1
+  𝜆 ∗ (𝑆𝑢𝑚 𝑜𝑓 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠) 

                                   θ = ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1
+ λ ∗  ∑ |α𝑖|𝑛

𝑖=1                                                                   (2a) 

 

The cost function in case of L2 regularization: 

𝜃 = ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1
+ 𝜆 ∗ (𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠) 

θ = ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1
+ λ ∗  ∑ (α𝑖)2𝑛

𝑖=1                                                                (2b) 

 

The penalty term (𝜆) in regularization helps to control the size of the coefficients in the regression 

equation, preventing them from becoming too large and reducing the impact of irrelevant or redundant 

independent variables. By doing so, it helps improve the model’s accuracy and stability 18. 
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Regularized multiple regression techniques like L1 and L2 regularization have proven to be effective 

in improving the multiple regression model’s performance, particularly when dealing with large 

datasets with many independent variables. 

 

2.1.2. Decision Tree: 

Decision tree is a popular machine learning technique used for both regression and classification tasks. 

The basic idea behind this algorithm is to recursively partition the input data into smaller subsets, on 

the basis of the values of the input features, until each subset contains only one type of output (in 

classification) or a single value (in regression). Each partition is made using a decision rule that splits 

the data based on the value of a single feature 19. 

 

The CART (Classification and Regression Trees) algorithm is a popular algorithm used to construct 

decision trees. The CART algorithm works by recursively splitting the data into two subsets, where 

each subset is split along a single feature. The feature and the splitting threshold are chosen to 

maximize the increase in homogeneity or reduction in impurity in the resulting subsets. The impurity 

of a subset is calculated using a measure of the variability of the output values in that subset. For 

classification tasks, commonly used impurity measures are entropy and Gini impurity, whereas for 

regression tasks, mean squared error (MSE) is typically used 20. Equation 4, given below shows the 

cost function that the CART algorithm uses to minimize, to find the best split of a given node. 

𝐽 =
𝑛𝑙𝑒𝑓𝑡

𝑛
𝑀𝑆𝐸𝑙𝑒𝑓𝑡 +

𝑛𝑟𝑖𝑔ℎ𝑡

𝑛
𝑀𝑆𝐸𝑟𝑖𝑔ℎ𝑡                                            (3) 

where,  

𝑀𝑆𝐸𝑛𝑜𝑑𝑒 =
∑ (�̂� − 𝑦(𝑖))

2
𝑖∈𝑛𝑜𝑑𝑒

𝑛
 

And, 

�̂� =
1

𝑛
∑ 𝑦(𝑖)

𝑖∈𝑛𝑜𝑑𝑒

 

 

In the above equations: 

  n = Records in the dataset 

  nleft = Records in the left subtree 

  nright = Records in the right subtree 

 

The CART algorithm begins with a single root node that represents the complete dataset. At each level 

of the tree, the algorithm chooses the feature and the splitting threshold that minimize the impurity or 

increase the homogeneity of the resulting subsets. The algorithm continues to split the data into smaller 

subsets until it reaches a stopping criterion, such as a minimum number of samples in each leaf node 

or a maximum tree depth 21. 

 

Once the tree is constructed, it becomes feasible to make predictions on new data by traversing the 

tree from the root node to a leaf node. At each node, the decision rule corresponding to the splitting 
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feature is applied, and the algorithm follows the appropriate branch based on the value of the feature 

in the input data. The prediction is then made based on the output value associated with the leaf node. 

Figure 2 given below, shows the visualization of decision tree generated by training the decision tree 

model on training data. 

                      
                                                               Figure 2: Decision Tree for Yield strength                          

 

2.1.3. Random Forest: 

Random Forest is a widely used algorithm in machine learning used for both regression and 

classification tasks. It leverages the power of collective intelligence that works by constructing 

multiple decision trees and averaging their predictions 22 as shown in Figure 3. 

 

In Random Forest regression, each tree in the ensemble is constructed using a random subset of the 

training data and a random subset of the input features 23. This helps to improve the model’s 

performance by reducing the correlation between the trees. The prediction of the Random Forest model 

is then obtained by averaging the predictions of all the individual trees 24.  

 

Random Forest has several advantages over other regression models, including its capability to handle 

large datasets with many input variables, its capability to detect and handle relationships that are non-

linear between input features and the target feature, and its capability to handle outliers and missing 

data 25. On the other hand, it is not interpretable 26 and requires more training time and memory 27 due 

to the number of decision trees being generated. 
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                                                              Figure 3: Random Forest flow diagram 

2.2. Performance Metrics: 

To judge the performance of our machine learning models, several evaluation criteria or performance 

metrics which are commonly used in regression problems were used. Each criterion provides a unique 

aspect of the model's performance, and together they give a detailed picture of how well the model is 

able to predict the yield strength of API steels. 

 

Mean Absolute Error (MAE): MAE indicates that on average, how far the predicted values are from 

actual values, without taking their direction into consideration. It is calculated by taking the absolute 

difference between the real and estimated values and then averaging them. MAE has the same units 

as the variable being estimated. The lower the value of MAE, the better the model’s performance, 

since it means that the model's predictions are closer to the actual values 28.  

                                           𝑀𝐴𝐸 =
∑ |𝑦𝑖−�̂�𝑖|

𝑛

𝑖=1

𝑛
                                             (4) 

Mean Absolute Percentage Error (MAPE): MAPE is a metric that quantifies the average percentage 

difference between the predicted and true values. To calculate the MAPE, the absolute percentage 

difference between the estimated and true values is obtained, and the resulting values are averaged. 

MAPE is expressed as a percentage. The lower the value of MAPE, the better the model’s 

performance, since it shows that the model's predictions are closer to the real values in percentage 

terms 29. 

                                                  𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦−�̂�

𝑦
|

𝑛

𝑖=1
                                             (5) 

R-squared (R2) Score: The R2 score evaluates how much of the variability in the target variable can 

be accounted for by the independent variables incorporated in the model, ranging between 0 and 1. A 

higher R2 value indicates a better model’s performance. The calculation of R2 involves subtracting 

the ratio of the sum of squares of the residuals to the total sum of squares from 1. A R2 score of 1 
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denotes that the model fits the data perfectly, whereas a score of 0 indicates that the model fails to 

explain any variation in the target variable 30. 

                                                             𝑅2 = 1 −
∑ (𝑦𝑖−�̂�)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�)2𝑛

𝑖=1

                                                (6) 

These performance metrics were calculated for each of the machine learning models used in this study, 

which include Multiple Regression, Multiple Regression with L1 and L2 Regularization, Decision 

Tree, and Random Forest. The results are summarized in Table 1 and shown in Figure 9. 

 

3. Results and Discussions: 

In this section, the results of the study are presented, aimed at predicting the yield strength of API 

steels using various machine learning models. The performance of multiple regression, multiple 

regression with L1 and L2 regularization, decision tree, and random forest models was evaluated 

separately to predict yield strength. The test data was used to calculate the mean absolute percentage 

error (MAPE), mean absolute error (MAE), and R-squared (R2) score for each model. The following 

subsections present the results obtained to predict the yield strength of the API steels along with the 

interpretation of those results using feature importance. 

Feature importance is a concept in machine learning that helps to identify the most important variables 

or features that are contributing the most to the model’s prediction 31. The importance of features is 

calculated based on the effect of that feature on a dependent variable. The higher the importance of a 

feature, the more significant its impact on the model's prediction accuracy 32. Feature importance helps 

in identifying the relevant features that are driving the predictions, which can be useful to comprehend 

the existing relationships and making better decisions 33. 

 

3.1. Prediction of AI models: 

Based on the results obtained, the multiple regression model had a high MAE of 50.047 and a MAPE 

of 52.73%, indicating a poor performance in predicting yield strength. The Lasso regression model 

performed better than the multiple regression model with a MAE of 13.806 and a MAPE of 14.66%. 

The Ridge regression model also showed good performance with a MAE of 10.717 and a MAPE of 

12.06%. The decision tree model had a MAE of 12.955 and a MAPE of 14.36%, indicating a slightly 

poorer performance than the Ridge regression model. Finally, the random forest model gave the best 

performance, with a MAE of 3.297 and a MAPE of 3.73%, and a R2 score of 0.9524.  

 

In summary, the results imply that the random forest model is the most fruitful in predicting the yield 

strength of API steels, followed by Ridge regression, decision tree, lasso regression, and multiple 

regression. 

 

3.1.1. Multiple regression: 

In the multiple regression model, the feature importance for the prediction of yield strength can be 

interpreted based on the magnitude of the corresponding coefficients. Among the input variables, the 

ones with the highest magnitude coefficients have the most significant impact on the predicted yield 
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strength. The coefficients show how the change in the independent variables will impact the dependent 

variable. For instance, As shown in Figure 4, a one-unit increase in Mn and Si will lead to a decrease 

in yield strength by 61.02 and 7.33 ksi respectively. Similarly, a one-unit increase in P and Mo will 

increase the yield strength by 56.25 and 33.30 ksi respectively. On the other hand, Fe and 

Hardness(HB, max) have a negative impact on yield strength, where a one-unit increase in these 

variables results in a decrease of 18.15 ksi and 17.56 ksi respectively. 

 

The performance of the multiple regression model for yield strength prediction was evaluated using 

several metrics, including MAE, MAPE, and R2 score. The MAE of the model was found to be 50.047, 

indicating an average error of 50.047 ksi in the predicted yield strength values. The MAPE was 

52.73%, suggesting that the model predictions were, on average, off by 52.73% of the actual yield 

strength values. The R2 score was -8.276, indicating that the model has poor predictive power and 

explains very little of the variance in the yield strength data. Overall, the model's performance needs 

to be improved to make accurate predictions of the yield strength of API steels. 

                           
                        Figure 4: Feature importance w.r.t Multiple Regression Model 

3.1.2. Multiple Regression with L1 regularization: 

According to multiple regression with L1 regularization or Lasso regression, the important features 

for predicting yield strength having positive coefficients are the Hardness(HB, min) and Hardness(HB, 

max), i.e., one unit increase in their values would increase the yield strength by 1.8-65.43 ksi whereas 

the increment of one unit in the values of Mn, Cu, and S having negative coefficients would decrease 

the value of yield strength by 3.66-6.98 ksi, while other variables have coefficients close to 0, which 

means they have little or no influence on yield strength. Figure 5, suggests that the hardness, 

manganese, and copper content are important factors that affect the yield strength of API steels. 
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The evaluation of the model using the mean absolute percentage error (MAPE) and mean absolute 

error (MAE) shows a significant improvement in performance over the unregularized model. The 

MAE decreased from 50.047 to 13.806, while the MAPE decreased from 52.73% to 14.66%. The R2 

score also improved from -8.276 to 0.1622. These results suggest that the L1 regularization technique 

has effectively reduced overfitting in the model and improved its predictive accuracy for yield strength 

prediction. 

                           
           Figure 5: Feature importance w.r.t Lasso regression 

3.1.3. Multiple Regression with L2 regularization: 

In multiple regression with L2 regularization, also known as Ridge regression, as shown in Figure 6, 

the most important features having a positive impact on yield strength according to their coefficients 

are the Hardness(HB, max), Hardness(HB, min), C, Mo, N, and V ,i.e., one unit change in their value 

would increase yield strength by 1.8-23.6 ksi. On the other hand, Mn, Si, S, P, Cu, and Fe have negative 

coefficients, indicating that an increment in their values leads to a decrement in the predicted variable 

in the range of 1.03-11.33 ksi.  

 

It has also been observed that the performance of the multiple regression model improved significantly 

after applying L2 regularization with a low MAE of 10.717, low MAPE of 12.06%, and higher R2 

score of 0.6217. 
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                                                           Figure 6: Feature importance w.r.t Ridge regression 

3.1.4. Decision Tree: 

In the decision tree model, the feature importance is calculated based on how much the feature 

contributes to the overall decision-making process of the model. The importance score of a feature is 

calculated by summing up the reduction in impurity 32 gained by splitting on that feature across all 

nodes in the tree. In this case, as shown in Figure 7, the feature importance values indicate that the 

'Mo' is the most important feature for predicting yield strength, followed by the 'S' and 'Fe' features. 

 

In terms of performance evaluation, the decision tree model achieves a mean absolute percentage error 

(MAPE) of 14.36% and a mean absolute error (MAE) of 12.955 which suggests that the model is 

capable of predicting the yield strength of API steel with reasonable accuracy. Additionally, the R2 

score of 0.4813 indicates that the model explains a moderate proportion of the total variance in the 

yield strength of the API steel. Overall, the decision tree model provides good results, but its 

performance is not better than the Ridge regression. 
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                         Figure 7: Feature importance w.r.t Decision Tree 

3.1.5. Random Forest: 

The feature importance for the Random Forest regression model indicates the relative importance of 

each feature in predicting the target variable. The feature importance is obtained based on the reduction 

in impurity (measured as mean squared error) achieved by splitting on a given feature over all trees in 

the forest. Specifically, for each tree, the decrease in impurity (impurity before split minus impurity 

after split) is computed for each feature that was used in the tree and then averaged over all trees in 

the forest 34.  

 

Features that result in a high decrease in impurity when used for splitting tend to be more important, 

as they have a greater impact on reducing the error of the forest. The resulting feature importance 

values are normalized, to sum up to 1, so they can be interpreted as relative importance scores. In the 

case of yield strength, P is the most important, followed by Hardness (HB, min), and S, which has 

been shown in Figure 8. 

 

In terms of model performance evaluation, the Random Forest regression model has a lower MAE and 

MAPE as 3.29 and 3.73% respectively, than the other models for yield strength, indicating that it is 

more accurate in predicting yield strength. The R2 score is 0.952 which is also higher, indicating that 

the Random Forest model explains more of the variance in yield strength. Overall, the Random Forest 

regression model showed promising results to estimate yield strength, with P, S, and Hardness (HB, 

min) being the most important features. 
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                                                               Figure 8: Feature importance w.r.t Random Forest model 

 
Table 1: Models’ Performance 

Models Yield Strength 

MAE MAPE R2 Score 

Multiple regression 50.047 52.73 -8.276 

Lasso Regression 13.806 14.66 0.1622 

Ridge Regression 10.717 12.06 0.6217 

Decision Tree 12.955 14.36 0.4813 

Random Forest 3.297 3.73 0.9524 

               

                     
                                                                   Figure 9: Visualization of models’ performance 
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4. Conclusions: 

In conclusion, the analysis conducted in this study has demonstrated that: 

• The models developed in this study were implemented successfully and provided valuable 

insights into predicting the yield strength of API steels using machine learning techniques. 

• The non-linear model (random forest) outperformed linear models in predicting the mechanical 

properties of API steels, specifically Yield strength. 

• For the prediction of yield strength, the Random Forest model gave the most promising results 

with a MAE of 3.29, a MAPE of 3.73, and a R2 score of 0.95. 
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