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Abstract-

Maximum entropy principle has a great importance in various fields of science and engineering viz.
Thermodynamics, Business, Economics, Finance, Insurance, Marketing, Operation Research etc. In the present
paper, we are discussing Herniter’s Model for Brand switching in the field of marketing. Herniter’s Model is
based on maximum entropy principle. Here the conditional probabilities will be discussed in brand purchasing
behavior using Shannon’s entropy.
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Introduction-

Herniter used maximum entropy for brand
switching in marketing in 1973. He gave the first
maximum entropy model involving both discrete
and continuous variate probability distributions. he
obtained proportions of loyal and wavering
customers and probabilities of switching from one
brand to another other from the information of
market shares of the brand. If none of the market
shares of a specified number of brands in the
market is prescribed, the entropy will be maximum
when the market shares of all these brands are
equal.

We shall discuss conditional probabilities in brand
purchasing behavior by using Shannon’s measure.
In this case, we shall use information of market
shares of brands to estimate the proportions of
customers loyal to each of the brands and of those
loyal to two brands.

HERNITER’S
PURCHASING:
Let us consider three brands 1, 2, 3 of an item. Two
persons are interested to purchase different brands
of that item. First person purchases one of the three
brands. Let p,, p,, p3 be the probabilities of first
person purchasing the brand 1, 2 or 3 respectively.
Now, second person wants to purchase one brand
out of remaining two brands.

MODEL FOR BRAND

[P1P4, P1Ps, P1P6UTs(U), P16 (1-U)f6(U), P2P7, P2Ps: P2PoUfs(U), P2 po(1-U)fe(u),
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If the first person purchases brand 1 then second
person may choose brand 2 or 3. Let p,, ps be the
probabilities of second person purchasing the
brands 2, 3 respectively and pg be the probability
of his wavering between the brands 2 and 3. Let his
preference random variable for brands 2, 3 be u, (1-
u) respectively and corresponding density function
be fs (u).

Again, if the first person purchases brand 2, then
second person may choose brands lor 3. Let p-, pg
be the probabilities of second person purchasing
the brands 3,1 respectively and pg be the
probability of his wavering between two brands 3
and 1. Let his preference random variable for
brands 3, 1 be u and (1-u) respectively and
corresponding density function be fo(u).

Similarly, if the first person purchases the brand 3
then second person may choose brand 1 or 2. Let
P10, P11 be the probabilities of second person
purchasing the brands 1, 2 respectively and g, be
the probability of his wavering between two brands
1 and 2. Let his preference random variable for
brands 1, 2 be u, (1-u) respectively and
corresponding density function be i, (u).

On the basis of above discussion, probabilities and
probability densities for purchasing behavior can
be given as:

P3P10: P3P11>

P3p12Ufi2(U), p3p12(1-U)fia(U)].

Hence, Shannon entropy is given by

S =-p1p4IN(p1P4) -P1PsIN(P1Ps) -P2P7IN(P2P7) -P2PsIN(P2Ps) - P3P10IN(P3P10)
- p3p11IN(P3p11)

- [ [p1poufs(u) In{p; peufs(u)} + py pe(1-u)fe(u) In{p; ps(1-u)fe(u)}]du
- J; [p2Pouf(u) I{p,poufa(u)} + pzpo(1-u)fs(u) In{p,ps(1-u)fa(u)}du
-J TP3P12Uf12(u) In{p3py2Ufia(U)} + Papia(1-U)fia(u) In{pspy (1-u)fio(u)}du
= S =-p1p4In(p1ps) -p1PsIN(P1Ps) - P2p7IN(P2P7) - P2PeIN(P2Ps) - P3P10IN(P3P10)
- P3P11IN(P3P11) ‘fol p1 psfe(U)[U Inpy + U Inpg + u Inu + (1-u)lnp; + (1-u)Inps
+ (1-u)In(1-u) + u Infs(u) + (1-u) Infs(u)]du - f01 P2 Pofo(u) [U Inp, + u Inpg
+ U Inu +(1-u) Inp,+ (1-u) Inpg+ (1-u) In(1-u) + u Infe(u) + (1-u) Infy(u)]du
'fol P3 p12fi2(U)[u Ing3 + u Ing;, + u Inu +(1-u) Ing3+(1-u) Ingy,+(1-u) In(1-u)
+ U Infip(u) + (1-u) Infio(u)]du
= S =-p1P4In(P1p4) - P1PsIN(P1Ps) - P1P6IN(P1P6) - P2P7IN(P2P7) - P2PsIN(P2Ps)

- p2Poin(p2ps) - P3P10IN(P3P10)

psP11IN(P3sp11) - P3P12IN(P3P12)

-pwps [ fo(WIulnu  + (L-u)in(l-u) + InfsWIdu - popo f, fo(u)[u Inu
+ (1-u) In(1-u)+Infy(u)]du- p3p42 fol fi2(Wu Inu + (1-u) In(1-u) + Infi2(u)]du

--()

We have to maximize the entropy subject to the normal constraints.

P1(P4+ Ps + Ps) + P2(P7+ Pg + Po) + P3 (P10 + P11 * P12)=1
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1 .
J, filuydu=1, where i=6,9,12 --(3)

Now, we consider two cases:
(2) When the market shares are prescribed
(b) When the market shares are not prescribed

(&) WHEN THE MARKET SHARES ARE PRESCRIBED:
Market shares have been given as:-

1 1
P2Pg *+ P2Po J, (1-U) fo(u) du + p3p1o+ p3p1z Jf; u fio(u) du=my
1 1
P1P4+ P1Pe J; ufo(U) du + pspyiq + p3p1z Jf (1-U) fiz(u) du=m,
1 1
P1Ps * P1Ps J, (1-U) fo(U) du + pop7 + p2po [, u fo(u) du = ms --(4)

Here m1, mz and ms are market shares for brands 1, 2 and 3 respectively.

The Lagrangian using equations (1), (2), (3) & (4) is written as:
L =-p1p4In(p1p4) - P1PsIN(P1Ps) - P1P6IN(P1P6) - P2P7IN(P2P7) - P2PsIN(P2Ps)
- p2Poln(p2ps) - P3P10lN(P3P10) - P3P11IN(P3p11) - P3p12IN(P3piz)

-pips Jy foWIuInu + (1-0) In(1-u) + Info(u)ldu - papo f fo(u)[u Inu
+(1-u) In(1-u)+Infs(u)]du - p3p12 fol fio(u)[u Inu +(21-u) In(1-u)+ Infy, (u)]du
N[P1(P4+Ps+Pe) *+ P2(P7+ Pe* Po) + P3(P10tP111P12)-1] - 2 [fo1 fe(u)du-1]

- M[fol fo(u)du-1] - 7b12[f01 f32(u)du-1] - &a[p2pg + P2pg fol(l-U)fg(U)dU * P3P1o

+pspiz Jy uf(Udu-md - Elpips + pipefy ufsWdu  + pspiy
+ P3Pz fy (1) fo(U)du - ma]- &lpips + pips Jf, (1-u) fo(u)du
+P2P7 + P2Py J, ufo(U)du - mq] --(5)
Differentiating equation (5) with respect to g; and equating to zero, wherei=1,2, 12,
-Pa- Ps- Ps~ P4IN(p1P4) - PsIN(P1Ps) - Ps IN(P1Ps) - M (P4 + Ps +Pe) - E2pa -E3Ps
-Ps fol fe(U)[u Inu + (1-u) In (1-u) + Infs (u) + &u +E3(1-u)]du=0 - -(6)

-P7 - Pg - Po - P7IN(P2P7) - Ps IN(P2ps) - Po IN(P2Pg) - N (P7 + Pg + Po) -&sP7 - &1Ps
- Po fol fo(W[u Inu + (1-u) + In (1-u) + Infy (u) + (L-u) & +u&s]du=0 - -(7)
P10 - P11 - P12 - P10IN(P3P10) - P11IN(P3P11) - P12IN(P3P12) - N(P10 + P11 *+ P12) -€1P10-E2P11 -

D1 fol f1,(U)[u Inu +(1-u) In (1-u) + Infz (U) + (1-u) & +&1u]du=0 -(8)
-p1In(p1p4) - P1 - MP1 - &2p1=0
= &=-In(pips) -n-1 - -(9)
-p1In(p1ps) - p1-mp1 - &p1 =0
= &=-In(pips)-n-1 - -(10)

-In(p1pg)-n-1- fol fe(u)[u Inu + (1-u) In (1-u) + Infs (u) + Eu +&3( 1-u)]du =0 - -(11)

& =-In(pzp7) -n-1 --(12)
&1=-In(pzpg) -n-1 --(13)
In(P2Po) -1 - 1 - [} fo(U)[U Inu + (1-u) In (1-U) + Info (u) +&1 (1-u) + Esui]du =0
--(14)

-p3In(p3p10) - P3 - NP3 - &ip3 =0
& =-In(psp1o)-n-1 --(15)
&=-In(psp11)-n-1 - -(16)

-In(p3p12) -n-1- fol fi2(u)[u Inu + (1-u) In (1-u) + In fi2 (u) + Eu + & (1-u)]du =0 - -(17)

Differentiating equation (5) with respect to fj and equating to zero, where j = 6, 9, 12.
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-p1Pe [U Inu + (1-u) In (1-u) + Infs (U)] - P1Pe - A6 - E2P1P6l - &3 P1P6 (1-U) =0

= -p1Pe [U Inu + (1-u) In (1-u) + Infe (u) + Eau + &5(1-U)] - p1pe-A6=0 --(18)
-P2Po [U Inu + (1-u) In (1-u) + Info (w) + &x(1-u) + EU] - P2Pg - e =0 --(19)
-p3P12 [UInu + (1-u) In (1-u) + Infiz (u) + E1u + E(1-U)] - p3p12 - M2 =0 --(20)

using equations (11) and (18)

In(pype) - - 1+ 2erPibe =g
P1Pe

= X = p1Pe [IN(P1Ps) + 1] --(21)

by putting the values of &, Esand As in equation (18) from equations (9), (10), (21) respectively, we obtain
-p1Pe [U Inu+(1-u) In (1-u) + Infe (U) — u In(p1py) - un - u - (1-u) In(p;ps)
- (1-u) n - (1-U)]- p1Pe - P1P6 [IN(P1Pe) +n] =0
= U Inu + (1-u) In (1-u) + Infs (U) — u In(p1 p4) - (1-u) In(p1ps) + In(p1pe)= 0
= Infs (U) = - u Inu - (1-u) In (1-u) + U In(p1p,4) + (1-u) IN(p1ps) - IN(P1Ps)

- T _1)-(2-u) u (1_u) - -
=h)=p o u@Q-WTp,pt o (22)
Similarly, from equations (14), (19)
Ao = p2po [IN(p2po) + M] --(23)
from equations (12), (13), (19) and (23), we get the following expression
_ o1 wnan 4 (1) .-
fo(u=p 4 U (1-U)"p, p* 4 (24)
And, from equations (17), (20)
M2 = p3p12 [IN(p3p12) + Ml - -(25)
using equations (15), (16), (20) and (25), we get
fio(u) =p ) u (- eop o pt W - -(26)
1 12 10 11

Substituting values of fj (u), j = 6, 9, 12 in equations (3) and (4), we can obtain equations to find the values of
gi.

(b) WHEN THE MARKET SHARES ARE NOT PRESCRIBED:
The Lagrangian is
L =-p1P4 In(p1p4) - P1Ps IN(P1Ps) - P1Ps IN(P1P6) - P2P7 IN(P2P7) - P2Ps IN(P2Ps)
- P2Po IN(P2p9) - P3P1o IN(P3P10) - P3P11IN(P3p11) - P3Piz IN(P3P12)

-P1Ps Jy fo(U) [ulnu + (1-u) In (1-u) + Infs (U)]du - p,po ;) fo(u)[u Inu

+(1-u) In(1-u) + Info(u)]Jdu - p3p12 fol fi(Wulnu  + (1-u) In (1-u)
+ |nf121(u)]du - (rl'l)[p1(p411 +ps + pe) + pZ(p71+p8+p9) +Pp3(P1o + P11 + P12)-1]
- %6 [f fo(U)du - 1] - ho [ fo(u)du - 1] - M2 [f fy2(u)du - 1] --(27)
Differentiating equation (27) with respect to gi and equating to zero, where I = 1,2, 12
-P4IN(P1p4) - PsIN(P1Ps) - PsIN(P1P6) - NP4 - MPs - NP6
-Pe fol fe(u)[u Inu + (1-u) In (1-u) + Infs (u)]du - -(28)
-p7In(p2p7) - PsIn(p2ps) - Poln(pP2p9) - NP7 - NPs - NPy
-Po fol fo(u)[u Inu + (1-u) In (1-u) + Infg (u)]du - -(29)

-pP10IN(P3P10) - P11IN(P3P11) - 812IN(P3P12) - MP10 - MP11 -~ MP12
-P12 fol fi2(Wu Inu+ (1-u) In (1-u) + Infio (u)]du - -(30)
-p1In(p1pP4) - p1 -np1 + p1 =0

= In(p1ps) =-n=pip, =€ --(31)
In(p1ps) = -n= p1ps = €™ --(32)
-In(p1pe) - fol fe(Wu Inu + (1-u) In (1-u) + Infs (U)]du - n =0 --(33)
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In(p2p7) = -N= pzp; =€ --(34)
In(p2pg) =-n = popg =€ --(35)
-In(p,p9) - fol fo(Wuln u + (1-u) In (1-u) + Infy (W)]du-n =0 - -(36)
IN(p3p10) =-n= pzpro=€" --(37)
In(p3p11) =-Nn = p3pry =€ --(38)
-In(p3p12) —fol fi2(Wulnu + (1-u) In (1-u) + Infy, (U)]du-n=0 --(39)
Differentiating equation (27) with respect to fj and equating to zero, where j = 6, 9,12.
-p1P6 [U Inu + (1-u) In (1-u) + Infe (U)] - p1pe -A6 =0 - -(40)
-p2py [U Inu + (1-u) In (1-u) + Infs (U)] - p2pg - Ao =0 --(41)
-p3p1z [UIn U+ (1-u) In (1-u) + Infiz (U)] - p3p12 - A12=0 --(42)

Using equations (33) and (40)
-In(p1pe) + pL'ﬂ +1=0
1Pe
As =[n-1+In(p1pe)] P1Pe - -(43)

by substituting the value of A¢ in equation (40), we get

-P1Pe [U Inu + (1-u) In (1-u) + Infe (U)] - p1p6 - [N -1+ IN(P1pPs)] P1P6 =0
=u Inu+ (1-u) In (1-u) + Infs (u) + In(p1pe) tN=0 - -(44)

=fo () = e 10yt p lp ! - -(45)

Similarly, using equations (36) and (41)
Ao =[n-1+In(pzps)lp2Po - -(46)

again, from equations (41) and (46), we get

fo(u) = e u 10y @0 plp ! -(47)
And, by using equations (39) and (42)
M2 =[n-1+In(p3pi2)] P3P12 - -(48)
from equations (42) and (48)
-1 -1
= a Ny (1-1)-@-w - -
fio (u) =emu (L-u)y™vp 3Py (49)
Now, from equation (44)
In(p1pe) =-ulnu - (1-u) In (1-u) - Infs (u) —
Let u=-ulnu - (1-u) In (1-u) - Infs (u)
= In(p1ps) =1 -N = p1ps = " - -(50)
Similarly P2Pg = €', p3p1p = €N
Now, from equations (45) and (50)
fo (U) = euY (1-u) Y g
= f5 (u) = e*u (1-u)y @Y --(51)
Similarly, fs (u) = eV u (1-u) v --(52)
And fio (U) = evu (1-u) v --(53)

where,
v=-ulnu-(1-u) In (1-u) —Infq (u)
y=-ulnu-(1-u) In (1-u) —In f, (u)
On integrating equation (51) with respect to u within the limits 0 to 1.
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J, fo(u)du = e [ u (1-uy ¥ du
1=¢et f01 ut (1-u) @ du
Sp=.5165

Similarly, from equations (52) and (53), we get
v=y=.5165

Now, given constraint is

P1 (Pa + Ps + Pe) + P2(P7 + Ps + Do) + P3 (P10 + P11 + P12) =1
=P1Ps t P1Ps + P1Pe + P2P7 + P2Pg + P2Po + P3P1o + P3P11 + P3P12 =1

On putting values of pip;, wherei=1,2,3;j=45,__ _,12
e+ e+ e+ N+ N+ eV M+ el+ M+ e/M=1
=0eM+ et M+ v+ et =1
=eM (6 +e*+e'+e") =1 [Since p=v=y=0.5165]
=eM(6+1.6722 +1.6722 +1.6722) =1
=e™M (11.0166) = 1

=e™M=0.0908
So,
P1P4 = P1Ps = P2P7 = P2Ps = P3P1o = P3P11 = €™ =0.0908 --(54)
P1pe = €
= (1.6722) (0.0908)
=.1518
Similarly, p,pg = p3p;12 =.1518 - -(55)

Now, we can prove that when market shares are not prescribed then all market shares are equal.
Market share can be given as:

P2Ps + P2P9 fol(l-u)fg(u) du + p3p1o *+ P3P12 fol ufiz(u) du=m - =(56)

Now, making use of the symmetry in density function
Jy (Q-u)fo(u) du = [ ufiz(u) du =2
So, from equation (56)

1 1
P2Pg * 5 P2P9 * P3P1o 5 P3P12 =Mt

by putting the values from equations (54) and (55)

0.0908 + (.1518) +0.0908 + > (.1518) = m;
by solving m; = %
Similarly, other market shares are given as:

1 1
P1Pa * 2 P1P6 * P3P11 + 5 P3P12= M2
and

1 1
P1Ps+ 2 P1Pe * P2P7 + 5 P2Pg = M3

from above equations , we obtain

Hence the three market shares are equal.
Now, maximum entropy is given as

Smax = —(P1P4)IN(P1P4) — (P1Ps)IN(P1P5) — (P1P6)IN(P1P6) - (P2P7)IN(P2P7) — (P2Pe)IN(P2Ps) —
(P2Po)IN(P2P9) - (P3P10)IN(P3P10) - (P3P11)IN(P3P11)-(P3P12)IN(P3P12)
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entropy is maximum when all market shares are
equal. So, we use equations (54) & (55)
Smax = 2.1655

Hence from equations (54) and (55), we conclude
that 9% customers are loyal to single brand and
15% customers are wavering between two brands.

Concluding Remarks:

We discussed the brand purchasing behavior of

customers in conditional sense and estimated the

proportions of customers loyal to each of the brands

and of those loyal to two brands. So, we conclude

that

1. 9% customers are loyal to single brand and 15%
customers are wavering between two brands.

2. The entropy is maximum when all market shares
are equal.

3. If market shares are not prescribed then all
market shares are equal.

4. As we receive the information about market
shares, entropy decreases.

5. The total switching is maximum for equal
market shares.
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