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Abstract 

 

Aim: This following research compares the Novel Naive Bayes Algorithm and the K-Nearest Neighbor 

Algorithm for stock price prediction optimization in order to enhance the Accuracy of real-time stock exchange. 

Materials and Methods: To optimize the pH, the Novel Naive Bayes Algorithm (N=10) and K-Nearest 

Neighbor (N=10) are simulated by adjusting the Novel Naive Bayes parameters and K-Nearest Neighbor 

parameters. Gpower 80 percent is utilized to compute sample size for two groups, and 20 samples are 

investigated in this research.  

Results: Utilizing SPSS Software, an independent sample size is used to evaluate the accuracy rate. Although 

K-Nearest Neighbor generates 46.50 percent accuracy, Naive Bayes produces 82.19 percent accuracy. The 

difference in statistical significance between Naive Bayes and KNN was discovered to be 0.016 (p<0.05). 

Conclusion: In terms of accuracy, the Naive Bayes algorithm outperforms the K-Nearest Neighbor algorithm. 

 

Keywords: Machine learning, Stock price prediction, Novel Naive Bayes Algorithm, K-Nearest Neighbor 

Algorithm, Accuracy, Analysis. 

 
1
Research Scholar, Department of Computer Science and Engineering, Saveetha School of Engineering, 

Saveetha Institute of Medical And Technical Sciences, Saveetha University,Chennai,Tamilnadu,India,Pincode: 

602105. 
2*

Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute of 

Medical And Technical Sciences, Saveetha University,Chennai,Tamilnadu,India,Pincode: 602105. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Section A-Research paper 
Improved Accuracy In Stock Price Prediction System Using A Novel Naive     

Bayes Algorithm Compared To K-Nearest Neighbor Algorithm (KNN) 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 4711 – 4718                                                                                                                        4712  

1. Introduction  

 

Forecasting stock market prices is always a 

difficulty for many company experts and 

researchers. Estimating stock market values is both 

an interesting and demanding field of study.(Ding 

and Qin 2020) Predicting the stock market with 

100% accuracy is extremely difficult due to 

extrinsic factors such as social, political, 

psychological, and economic influences. The 

primary function of stock price prediction is to 

serve as a trading platform where various investors 

can sell and buy shares in accordance with the 

stock's availability(Hsieh, Hsiao, and Yeh 2011). 

The Machine Learning model had a significant 

impact in the following research work on Stock 

Price Prediction, which generates forecasts based 

on the present stock market's values by training on 

their prior values(Huang, Nakamori, and Wang 

2005). Predictive analytics or predictive modeling 

are other terms for machine learning. Predicting 

stock exchange trends is seen as a critical topic that 

requires special attention, as successfully 

predicting stock prices with supervised learning 

may result in generating money by making the 

right decisions.(M et al. 2018) These stock price 

predictions are most often used in business 

applications. These predictions will aid in future 

stock prediction. (Raza 2017)It has always been a 

hotspot for buyers and investors looking to 

understand the fluctuating regularity of the stock 

market price and predict its trend(Islam, Salam, and 

Hasan 2015)(W. Chen et al. 2021). 

 

More than 68 articles on stock price predictions 

have been published on IEEE xplore and Google 

scholar in the past 5 years, which can be used to 

invest heavily in stocks for large 

corporations(Mwaanga and Njebele 2017). 

w(Taunk et al. 2019) algorithms in terms of high-

performance efficiency. This particular article 

presents the comparative analysis between the 

accuracy control of Novel Naive Bayes (NNB)(S. 

Chen et al. 2020) and K-Nearest Neighbor 

Algorithm (KNN) using conventional controllers 

like stock prediction controllers and Stock Price 

Controller (SPC). A novel method for Naive Bayes 

using K-Nearest Neighbor has been proposed in 

this Article for the efficiency and Accuracy 

improvement.Our team has extensive knowledge 

and research experience  that has translated into 

high quality publications(Pandiyan et al. 2022; 

Yaashikaa, Devi, and Kumar 2022; Venu et al. 

2022; Kumar et al. 2022; Nagaraju et al. 2022; 

Karpagam et al. 2022; Baraneedharan et al. 2022; 

Whangchai et al. 2022; Nagarajan et al. 2022; 

Deena et al. 2022) 

 

From this literature survey, it can be concluded that 

this Naive Bayes Algorithm for stock price 

prediction helps to predict the Stock price to 

improve Accuracy which brings the effective 

results as the previous results were given less 

accuracy.The accuracy improvement of the 

Logistic Regression technique with stock price 

prediction was not adequately performed in a prior 

study to improve the stock price prediction's log 

loss rate(Sriram 2020).  The aim of this study is to 

achieve a higher accuracy rate for Stock price 

prediction using Naive Bayes Algorithm. 

 

2. Material and Methods 

 

The following Research work is performed in the 

Department of Computer Science and Engineering, 

Saveetha School of Engineering, SIMATS, 

Chennai. The work is carried out on 1236 records 

taken from a Stock dataset. The Accuracy in 

predicting the stock price was performed by 

evaluating two groups. A total of 10 iterations was 

performed on each group to achieve better 

accuracy. The dataset was downloaded from 

Kaggle website.The dataset contains 1236 rows and 

8 columns. Some of the important attributes taken 

for experimental setup are Total trade, Turnover, 

Loss etc.  

 

By comparing both of the controllers in Supervised 

Learning, the sample size was estimated using the 

GPower software. Using G power, a sample size of 

600 was computed for each group. Clinical analysis 

was used to calculate sample size, with alpha and 

beta values of 0.05 and 0.5, respectively. We 

employed 95 percent confidence intervals, 80 

percent pretest power, and a one-to-one enrolment 

ratio. Technical Analysis software is used to 

implement two methods (Naive Bayes Algorithm 

and K-Nearest Neighbor Algorithm). And since no 

human or animal samples were utilized in this 

study, no ethical approval was required for this 

research. 

 

Fundamental analysis and Technical analysis are 

two methodologies that are extensively employed 

in general. 

Fundamental Analysis: It is essential to have 

competitive analysis strength and economic 

conditions in which they are interested in order to 

identify the accurate product value, dependable and 

accurate information on the financial report of the 

company. Fundamental analysis is important for 

long-term predictions, and the advantages are due 

to their systematic approval and ability to predict 

changes. 

Technical Analysis: Technical analysis is based on 

the premise that investors constantly change values 

in reaction to various forces and factors, resulting 
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in stock price trends and movements. Trend 

indicators, the lowest and highest daily values, 

daily ups and downs, stock volume, indices, and 

other technical variables of quantitative 

characteristics can all be employed for analysis. It 

is feasible to derive rules from data, and investors 

can use these rules to make future judgments. As 

an input to the system, technical analysis data is 

preferred above fundamental analysis data. 

Naive Bayes Classifier Algorithm  (Generative 

Learning Model): 

It is a classification technique based on Bayes’ 

Theorem with an assumption of independence 

among predictors. In simple terms, a Naive Bayes 

classifier assumes that the presence of a particular 

feature in a class is unrelated to the presence of any 

other feature. Even if these features depend on each 

other or upon the existence of the other features, all 

of these properties independently contribute to the 

probability. The Naive Bayes model is easy to 

build and particularly useful for very large data 

sets. Along with simplicity, Naive Bayes is known 

to outperform even highly sophisticated 

classification methods. 

Steps to Implement Naive Bayes Model: 

● Step 1: Separate by Class. 

● Step 2: Summarize Dataset. 

● Step 3: Summarize Data By Class. 

● Step 4: Gaussian Probability Density Function. 

● Step 5: Class Probabilities 

K-Nearest Neighbor Algorithm: 

The k-nearest-neighbors algorithm is a 

classification algorithm, and it is supervised: it 

takes a bunch of labeled points and uses them to 

learn how to label other points. To label a new 

point, it looks at the labeled points closest to that 

new point (those are its nearest neighbors), and has 

those neighbors vote, so whichever label the most 

of the neighbors have is the label for the new point 

(the “k” is the number of neighbors it checks). 

Steps to implement K-Nearest Neighbor Algorithm 

: 

● Step 1: Data Preprocessing step 

● Step 2: Fitting the K-NN algorithm to the Training 

set 

● Step 3: Predicting the test result 

● Step 4: Test accuracy of the result(Creation of 

Confusion matrix) 

● Step 5: Visualizing the test set result. 

The hardware configuration was an Intel core i5 

processor with a RAM size of 8GB. The system 

type used was a 64bit OS, X64 based processor 

with SDD of 256GB. The operating system used 

was windows 10 and the tool used for 

implementation was google colab© with python 

programming language. 

Statistical Analysis: 

Apart from the trail investigation, the work was 

statistically evaluated using the Statistical Package 

for Social Sciences (SPSS). The mean, standard 

deviation, and standard error mean were calculated 

during the analysis. To compare the parameters in 

both groups, an independent variable T test was 

utilized. The dependent variable is efficiency, and 

the independent variable is Naive Bayes efficiency. 

The accuracy of the Naive Bayes is calculated 

using separate T test analysis for both approaches. 

3. Results 

 

Table 1 shows the simulation results of proposed 

Novel Naive Bayes Algorithm and the existing 

system K-Nearest Neighbor Algorithm were run at 

different times in the google colab with a sample 

size of 10. From table 1, it was observed that the 

mean accuracy of the Novel Naive Bayes 

Algorithm was 82.19%  and the K-Nearest 

Neighbor algorithm was 46.50%.  

 

Table 2 represents the T-test comparison of  both 

Novel Naive Bayes Algorithm and K-Nearest 

Neighbor algorithm. The Mean, Standard Deviation 

and Standard Error Mean were calculated by taking 

an independent variable T test among the study 

groups. The Naive Bayes algorithm produces a 

significant difference than the KNN algorithm with 

a value of 0.016 . 

 

Table 3 represents the Mean of Novel Naive Bayes 

Algorithm which is better compared with the  K-

Nearest Neighbor algorithm with a standard 

deviation of 1.0628 and 0.6630 respectively. From 

the results, the Novel Naive Bayes Algorithm 

(82.19%) gives better accuracy than the  K-Nearest 

Neighbor algorithm (46.50%). Figure 1 gives the 

comparison chart of the Novel  Naive Bayes 

Algorithm of K-Nearest Neighbor Algorithms in 

terms of mean and accuracy. The mean accuracy of 

the Naive Bayes Algorithm is better than KNN 

Algorithm. Figure 2 shows the error mean of Naive 

Bayes Algorithm (0.33) and KNN Algorithm 

(0.20). 

4. Discussions 
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Naive Bayes and KNN algorithms are implemented 

and compared for stock market prediction to 

improve the accuracy by Stock price prediction. 

From obtained results it is concluded that the Naive 

Bayes algorithm provides better accuracy results 

compared to the KNN algorithm.  

In the recent survey, the proposed (J. W. Lee 2002) 

Showed that a technique for applying  

reinforcement learning, reasonable for 

demonstrating and learning different sorts of 

corporations in genuine circumstances, to the issue 

of stock value forecast. The stock value forecast 

issue is considered as a Markov process which can 

be streamlined by reinforcement learning based 

algorithms. TD(0), a reinforcement learning which 

advances just from encounters, is embraced and 

work estimation by a fake neural organization is 

performed to get familiar with the upsides of states 

every one of which relates to a stock value pattern 

at a given time. A test result in view of the Korean 

financial exchange is introduced to assess the 

exhibition of the proposed strategy. 

This paper (Shihavuddin et al. 2010) addresses data 

mining algorithms which have been tried on this 

accessible data to learn helpful patterns about the 

behavior of the stock market. The learned pattern 

holds the way to decipher the present and foresee 

the following stock cost. That loathed work utilizes 

Naïve Bayes Algorithm to arrange text news 

connected with FTSE100 given on these referenced 

sites and the classifier is prepared to become 

familiar with the development in the stock cost (up 

or down) from the news stories in the pages of that 

day. 

In this paper, (C.-H. Lee 2015)proposed technique 

is executed with regards to naive Bayesian 

learning, and ideal loads of element values are 

determined utilizing a gradient approach. The 

presentation of  naive  Bayes learning with esteem 

weighting technique is contrasted with that of other 

cutting edge strategies for various datasets. The 

exploratory outcomes show that the worth 

weighting strategy could work on the exhibition of 

naive Bayes significantly. In this paper 

(Golmohammadi, Zaiane, and Diaz 2014) they 

utilize supervised learning algorithms to distinguish 

dubious exchanges corresponding to showcase 

control in financial exchange. They utilized a 

contextual investigation of controlled stocks during 

2003. They embrace CART, contingent deduction 

trees, C5.0, Random Forest, Naïve Bayes, Neural 

Networks, SVM and kNN for characterization of 

controlled examples. Experimental outcomes show 

that Naïve Bayes beat other learning techniques 

accomplishing F 2 proportion of 53% 

(responsiveness and explicitness are 89% and 83% 

separately). 

From the above conversation, a couple of articles 

guarantee that they give preferable execution over 

the proposed Novel Naive Bayes and K-Nearest 

Neighbor Algorithm for further developing the 

accuracy of stock market prediction. Likewise, the 

current value forecast requires no extra expense 

and accordingly got exceptional consideration as of 

late. In this way, we can gather that the proposed 

Naive Bayes and K-Nearest Neighbor Algorithm 

can be utilized to work on the accuracy of value 

expectation by managing the stock increase. 

Stock market prediction has restricted value 

expectation capacity in view of future cost critical 

benefit which improves value forecast in future. 

Profound Learning calculation can address future 

stock expectations. 

5. Conclusion 

 

The work invovels Novel Naive Bayes Algorithm 

to find the Stock  Price Prediction to be proved 

with better accuracy of 82.19% when compared to 

K-Nearest Neighbor Algorithm accuracy is 46.50% 

for predicting Stock price. 
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TABLES AND FIGURES 

 

Table 1: Accuracy of the samples using Novel Naive Bayes and K-Nearest Neighbor algorithm(KNN) 

            

            

            SAMPLES 

 

NOVEL NAIVE BAYES 

ALGORITHM 

    (ACCURACY) 

K-NEAREST NEIGHBOR 

ALGORITHM 

    (ACCURACY) 

1 83.0 46.5 

2 81.0 46.9 

3 80.8 46.7 

4 83.2 45.2 

5 81.3 47.5 

6 83.3 46.8 
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7 82.7 47.2 

8 82.5 46.0 

9 83.2 45.9 

10 81.0 46.4 

 

Table 2: Comparison of mean of Accuracy using Novel Support Vector Machine and Logistic Regression 

algorithms. 

 

Matrics 

 

Algorithm 

 

No of Samples 

 

Mean 

 

Std.Deviation 

Std.Error 

Mean 

 

Accuracy 

Naives Bayes 

algorithm 

10 82.192 1.0628 0.3361 

KNN 10 46.503 0.6630 0.2097 

 

Group Statistics 

Group statistics comparison of accuracy for predecting Stock price using Naives Bayes Algorithm and K-

Nearest Neighbor algorithm  is done. Novel Naives Bayes  algorithm has higher mean compared to KNN 

algorithm. 

             Naives Bayes algorithm = 82.192 

             KNN Algorithm= 46.503 

 

Table 3: Independent sample T-test is performed for the two groups for significance and standard error 

determination p<0.05 for test basis. 

 Levene’s 

Test for 

Equality of 

Variance 

 

     

t_test for Equality of Means 

95%Confidence 

interval of 

interest                            

   

   F 

  

  sig. 

  

    t 

   

   df 

sig.(2-

tailed

) 

Mean 

Differenc

e 

std.Error 

Differenc

e 

Lower Upper 

 

 

Accurac

y 

Equal 

Varianc

e 

assumed 

7.13

7 

0.01

6 

90.10

0 

18 0.000 35.6890 0.3961 34.856

8 

36.521

2 
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Equal 

variance 

not 

assumed 

  90.10

0 

15.08

3 

0.000 35.6890 0.3961 34.845

1 

36.532

9 

 

 

 

 
Fig-1: Sample mean of accuracy by using Naive Bayes algorithm and K-Nearest Neighbor algorithm. 

 

 

 


