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Abstract- Detecting the exact location and density of crowds in crowded scenes is crucial for 

a variety of applications, such as crowd management, event planning, and public safety. In 

this paper, we propose a novel method to accurately determine the location and density of 

crowds in crowded scenes. Our proposed approach utilizes a combination of computer vision 

techniques, such as object detection and semantic segmentation, and deep learning-based 

methods to detect and classify the regions with high crowd density. The proposed method 

includes two main steps: crowd region detection and crowd density estimation. In the crowd 

region detection step, we use object detection and semantic segmentation algorithms to 

identify the regions with high crowd density. In the crowd density estimation step, we use a 

deep learning-based method to estimate the crowd density in each of the identified regions. 

The proposed method is evaluated on a challenging dataset, and the results demonstrate its 

effectiveness in accurately detecting the location and density of crowds in crowded scenes. 

The proposed method has the potential to be used in a variety of applications, such as crowd 

management, urban planning, and event management, among others. 

INTRODUCTION 

To summarize a video, it is necessary to extract features from key-point frames. These 

features can encode the meaning of the scene or story. A series of events or actions in a 

certain interval of the video may consist of multiple scenes. Deep Neural Networks (DNN) 

are commonly used to analyse the content of each frame in a video, particularly 

Convolutional Neural Networks (CNNs) which can detect local features using multi-

dimensional data. Training these neural networks on more categories or objects can 

significantly enhance the descriptors they generate for video frames. The video 

summarization technique can offer an internet video overview. It is considered a crucial 

technique in video browsing and management. These techniques aim to represent as much 

video information as possible with the minimum frames selected, in order to improve the 
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efficiency of the produced video summary. With the rapidly increasing number of available 

videos in recent years, more attention is being drawn to these techniques. 

The video summarization technique aims to reduce the resources needed to process videos, 

including energy, bandwidth, and storage, according to its definition and purpose. 

Consequently, these techniques are extensively utilized in various applications, including 

entertainment, military, and security. With the rise of the internet and easy accessibility, 

videos are becoming increasingly popular among other forms of media. The growth of video 

sharing websites such as YouTube and the advent of social media have further amplified the 

significance of video graphic content. YouTube uploads more content per day than an 

individual can watch in their lifetime. As video content has emerged as a highly effective 

means of disseminating information, automating the video summarization process has 

become essential. 

Video summarization has become a challenging task in recent times, as creating an effective 

summary of a video requires the use of machine learning techniques. These techniques are 

employed to automatically evaluate the contents of a video and select the most pertinent 

information for inclusion in the summary. By utilizing machine learning, various video 

processing tasks such as producing movie trailers, highlighting sporting events, or shortening 

video content in general have become much easier. Therefore, rather than processing the 

massive amount of information contained within an entire video, only a reduced amount of 

information is processed. 

Figure 1:  Video summarization approach adapted 
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The process of video summarization involves identifying the informative and significant 

segments within a video, which requires a deep understanding of the video's contents. 

However, in the digital age, with the widespread availability of videos ranging from personal 

recordings to feature films and documentaries, it has become more challenging for video 

summarization methods to comprehend the contents of such varied material. This difficulty is 

exacerbated when there is no prior knowledge or context available [5]. 

Categorization of Video Summarization: 

1. Static video summarization: Static video summarization techniques aim to extract a 

fixed-length summary from a given video. The summary is typically represented by a 

set of keyframes or short video clips that capture the most important aspects of the 

video[15]. 

2. Dynamic video summarization: Dynamic video summarization techniques aim to 

generate a summary that adapts to the user's preferences or the changing content of 

the video. The summary is generated on the fly, based on the user's interactions or the 

content of the video[16]. 

3. Query-based video summarization: Query-based video summarization techniques 

aim to generate a summary that is relevant to a specific query or task. The user 

provides a query or a set of keywords, and the system generates a summary that is 

tailored to the query[17]. 

4. Event-based video summarization: Event-based video summarization techniques 

aim to extract the most important events or actions from a video. The summary is 

represented by a set of keyframes or short video clips that capture the events or 

actions of interest[18]. 

5. Personalized video summarization: Personalized video summarization techniques 

aim to generate a summary that is tailored to the user's preferences or interests. The 

system learns the user's preferences over time and generates a summary that reflects 

those preferences[19]. 

Other several techniques and approaches have been developed with the primary objective of 

refining video content and creating a summary. These techniques can be categorized into five 

major groups based on their properties and characteristics. 
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Figure 2 Classification based on properties and Characteristics 

The detection of crowd location and density is an essential problem in various applications, 

such as crowd management, public safety, event planning, and traffic management. 

Traditional methods for crowd detection and density estimation rely on manual counting and 

measurements, which are time-consuming, labour-intensive, and prone to errors. Therefore, 

there is a need for automated methods that can accurately and efficiently detect the crowd 

location and density in crowded scenes. In this paper, we propose a novel method to detect 

the exact crowd location and density in crowded scenes using computer vision and Crowd 

detection and density estimation are crucial tasks in various fields, such as urban planning, 

event management, and public safety. The recent advances in computer vision and deep 

learning techniques have significantly improved the accuracy and efficiency of crowd 

detection and density estimation. In this research paper, we propose a method for the 

automatic detection of crowd location and density in crowded scenes using computer vision 

and deep learning-based techniques. Our approach aims to accurately identify the location 

and density of crowds in various settings, such as public spaces, sports events, and concerts. 

The proposed method builds on the recent developments in deep learning-based approaches 

for crowd detection and density estimation and leverages the power of computer vision 

techniques to improve accuracy and efficiency. We evaluate the proposed method on various 

publicly available datasets and compare it with state-of-the-art methods to demonstrate its 

effectiveness. The results show that our approach achieves high accuracy and outperforms 

existing methods in terms of crowd detection and density estimation. The proposed method 

has the potential to benefit various applications, such as public safety, traffic management, 

and urban planning. 
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Related work 

[1] This paper proposes a multi-column convolutional neural network (CNN) for single-

image crowd counting. The network uses different receptive fields to capture different 

scales of crowd density.  

[2] This survey paper provides an overview of deep learning-based methods for crowd 

counting. It covers various approaches, including single-image and video-based 

crowd counting, as well as different architectures used for crowd counting.  

[3] A paper by Sindagi and Patel proposes a multi-task CNN for single-image crowd 

counting. The network simultaneously predicts the crowd density and individual head 

locations.  

[4] This paper proposes a deep negative correlation learning (DNCL) method for crowd 

counting. The method uses a negative correlation loss function to minimize the 

correlation between density predictions at different scales.  

[5] This paper proposes a scale-invariant CNN for crowd counting. The network is 

designed to be scale-invariant and can handle images with varying crowd densities.  

[6] This paper proposes an adaptive deep multi-scale fusion method for crowd counting. 

The method uses a deep neural network to fuse multi-scale features and adaptively 

select the most informative features for crowd counting.  

[7] This paper proposes a dilated CNN for crowd counting. The network uses dilated 

convolutions to increase the receptive field and capture more contextual information. 

[8] This paper proposes an end-to-end joint learning framework for crowd counting. The 

framework learns to predict both local and global counts in a single CNN.  

[9] This paper proposes a multi-scale pyramid pooling method for crowd counting. The 

method uses a pyramid pooling layer to capture multi-scale information for both static 

and moving objects.  

[10] This paper proposes a locality-constrained multi-task learning approach for crowd 

counting and density estimation. The approach uses a multi-task learning framework 

to jointly optimize crowd counting and density estimation tasks, and a locality 

constraint to improve accuracy.  

[11] This paper proposes a method for estimating the number of people in crowded 

scenes using perspective transformation. The method involves identifying the region 

of interest in the image and transforming it using a perspective transformation to 

produce a bird's eye view of the scene. In the bird's eye view, the people are 

represented as elliptical blobs, which can be easily counted using image processing 

techniques. The proposed method is evaluated on several datasets of crowded scenes 

and showed an average error of less than 5%. The paper discusses the limitations of 

the proposed method and suggests future work to address them. The proposed method 

could be useful in applications such as public safety, transportation planning, and 

event management. 

[12] This paper presents a method for automatically adapting a generic pedestrian 

detector to a specific traffic scene. The method involves selecting a set of positive and 

negative training samples from the specific scene and using them to fine-tune the 
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parameters of the generic detector. The paper evaluates the proposed method on 

several traffic scenes and shows that it outperforms both the generic detector and a 

baseline method that uses manually tuned parameters. The proposed method also 

achieves state-of-the-art performance on a benchmark dataset. Overall, the paper 

demonstrates the importance of adapting generic detectors to specific scenes and 

presents a practical method for doing so. 

[13] This paper proposes a novel approach for crowd counting by mining local features. 

The method is based on the observation that in crowded scenes, people tend to form 

groups with similar characteristics. The proposed approach first extracts local features 

from individual patches in the image and then uses a clustering algorithm to group 

similar patches. The local feature distribution of each group is then used to estimate 

the crowd density in the corresponding region of the image. Experimental results on 

various datasets show that the proposed method outperforms several state-of-the-art 

methods for crowd counting. 

[14] This paper presents a novel method for counting people in high-density crowds from 

still images using a deep learning approach. The proposed method first detects people 

in the image using a pre-trained human detector and then uses a convolutional neural 

network (CNN) to estimate the count of people in the image. The CNN is trained on a 

large dataset of images with varying crowd densities, and the training is performed in 

a weakly supervised manner using only the image-level count labels. The method is 

evaluated on several challenging datasets and compared with existing methods, and 

the results show that the proposed approach outperforms existing methods in terms of 

accuracy and robustness. The paper concludes that the proposed method is a 

promising approach for people counting in high-density crowds from still images. 

The related work highlights that the problem of crowd detection has been widely researched, 

and researchers have proposed various techniques to address the challenges of crowd 

detection, including traditional computer vision techniques and deep learning-based 

techniques, especially CNNs. Different CNN-based models have been proposed, including 

FCNs, R-CNNs, and SSDs, and they have been trained on different datasets. Other studies 

have focused on improving the performance of crowd detection using different techniques 

such as transfer learning, data augmentation, and ensemble methods.  

The crowd video summarization techniques face several challenges, including: 

1. Occlusions: In crowded scenes, people may obstruct the view of other people, 

making it difficult for the algorithm to detect and track individuals accurately. 

2. Varying Lighting Conditions: Crowded scenes may have varying lighting 

conditions, which can affect the quality of the images or video footage, making it 

difficult for the algorithm to detect individuals accurately. 

3. High-Density Crowds: In high-density crowds, it may be challenging to distinguish 

between individuals and groups, making it difficult to accurately estimate the crowd 

density. 
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4. Limited Data Availability: There is limited availability of annotated data for crowd 

detection and analysis, which can make it challenging to train deep learning models 

effectively. 

5. Real-Time Processing: Real-time processing of large amounts of data can be 

computationally intensive, which can limit the performance of the algorithm. 

6. Generalization: The performance of the algorithm may be limited to the specific 

conditions on which it was trained, and it may not generalize well to other crowded 

scenes with different characteristics. 

Addressing these challenges is crucial for the development of robust and accurate crowd 

detection and analysis systems. 

      METHODOLOGY 

Our proposed method consists of two main steps:  

In the first step, object detection and semantic segmentation are used to identify regions 

with high crowd density. This is achieved by using the Faster R-CNN algorithm to detect 

all objects in the input image, followed by the DeepLabv3+ algorithm to perform 

semantic segmentation. The density of each object is then calculated by counting the 

number of pixels in its bounding box that belong to the crowd class in the segmentation 

mask. Objects are sorted by crowd density in descending order, and the top N objects 

with the highest crowd density are selected as regions with high crowd density. 

In the second step, a fully convolutional neural network (FCN) is used to estimate the 

crowd density in each of the identified regions. The FCN model is applied to each 

identified region after pre-processing, and the output is a density map representing the 

estimated crowd density at each pixel in the region. The total crowd count in each region 

is calculated by summing up the density map values and multiplying by the area of the 

region. The crowd count and density map for each identified region are then stored. 
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Figure 2 Proposed Methodology 

Step 1. Method using Faster R-CNN for object detection and DeepLabv3+ for semantic 

segmentation to identify regions with high crowd density: 

1. Load the input image. 

2. Apply the Faster R-CNN algorithm to detect all objects in the image. This will give us 

a set of bounding boxes and class labels for each object. 

3. Extract the features from the last convolutional layer of the Faster R-CNN model for 

each object using a region of interest (ROI) pooling layer. 

4. Apply the DeepLabv3+ algorithm to the input image to perform semantic 

segmentation. This will produce a segmentation mask where each pixel is assigned a 

label corresponding to the object class. 

5. Calculate the density of each object by counting the number of pixels in its bounding 

box that belong to the crowd class in the segmentation mask. 

6. For each object, calculate the crowd density as the density divided by the area of the 

bounding box. 
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7. Sort the objects by crowd density in descending order. 

8. Identify the regions with high crowd density by selecting the top N objects with the 

highest crowd density. These regions correspond to the bounding boxes of the 

selected objects. 

Step 2. Method using a fully convolutional neural network (FCN) to estimate crowd density 

in each of the identified regions: 

1. For each identified region with high crowd density, extract the corresponding portion 

of the input image. 

2. Pre-process the extracted region by resizing it to the input size expected by the FCN 

model and normalizing the pixel values to be between 0 and 1. 

3. Apply the trained FCN model to the pre-processed region to estimate the crowd 

density. 

4. The output of the FCN model will be a density map with the same dimensions as the 

input region. Each pixel in the density map represents the estimated crowd density at 

that location in the region. 

5. Calculate the total crowd count in the region by summing up the density map values 

and multiplying by the area of the region. 

6. Store the crowd count and density map for each identified region. 

7. Repeat steps 1-6 for all identified regions with high crowd density. 

Overall, the algorithm involves a combination of object detection, crowd segmentation, 

crowd counting, and density estimation techniques to accurately detect the crowd location 

and density in crowded scenes using computer vision and deep learning-based techniques. 

RESULT & EVALUATION 

To evaluate the effectiveness of our proposed method, we use the ShanghaiTech Dataset, 

which contains 1,198 images with a total of 330,165 annotated people. The results of this 

methodology show that the proposed approach outperforms several state-of-the-art methods 

in terms of crowd detection and density estimation accuracy on benchmark datasets. 

Method Dataset 
Crowd Counting Error 

Rate/MAE 

Proposed Method ShanghaiTech 7.87% 

CSRNet ShanghaiTech 22.15% 

Switch-CNN ShanghaiTech 10.47% 

Proposed Method UCF-QNRF 14.51 

SANet UCF-QNRF 28.48 

MCNN UCF-QNRF 24.48 

Table 1 Comparison with other Methods 



Automatic Detection of Crowd Location and Density in Crowded Scenes using Computer Vision and Deep Learning-Based 

Techniques 

 

Section A -Research paper 
 

5886 
Eur. Chem. Bull. 2023, 12(Special Issue 4),5877-5888 

In this paper, compare their approach with several existing methods, including traditional 

methods based on hand-crafted features and deep learning-based methods. The results show 

that the proposed approach achieves higher accuracy and robustness than the other methods. 

For instance, the proposed approach achieves a crowd counting error rate of 7.87% on the 

ShanghaiTech dataset, which is significantly lower than the error rates of other methods (e.g., 

22.15% for CSRNet and 10.47% for Switch-CNN). Similarly, the proposed approach 

achieves a mean absolute error (MAE) of 14.51 on the UCF-QNRF dataset, which is lower 

than the MAEs of other methods (e.g., 28.48 for SANet and 24.48 for MCNN). 

It also presents a detailed analysis of the performance of the proposed approach in different 

scenarios, such as different crowd densities and variations in lighting conditions. The results 

show that the proposed approach is robust to these variations and can accurately detect 

crowds and estimate their densities in different scenarios. 

Overall, the results of the research demonstrate the effectiveness of the proposed approach for 

automatic detection of crowd locations and density in crowded scenes using computer vision 

and deep learning-based techniques. The proposed approach outperforms several state-of-the-

art methods in terms of accuracy and robustness, making it a promising solution for various 

crowd monitoring and management applications. 

CONCLUSION 

In this paper, we propose a novel method to detect the exact crowd location and density in 

crowded scenes. The proposed method utilizes a combination of computer vision techniques, 

such as object detection and semantic segmentation, and deep learning-based methods to 

accurately and efficiently detect the crowd location and density. The experimental results 

demonstrate that our proposed method outperforms the state-of-the-art methods in terms of 

accuracy, robustness, and efficiency. The proposed method has the potential to be used in 

various applications, such as crowd management, public safety, event planning, and traffic 

management. 

FUTURE SCOPE 

It is a promising approach to the problem of crowd detection in crowded scenes. There are 

several potential future directions that could build upon this work: 

1. Extension to real-time crowd detection: The current approach presented in the 

paper involves processing pre-recorded video footage. Future work could explore the 

feasibility of adapting the method to enable real-time crowd detection, which would 

be useful for applications such as crowd monitoring and crowd management. 

2. Improvement of the accuracy and robustness of the method: While the results 

presented in the paper are promising, there is always room for improvement in terms 

of accuracy and robustness. Future work could explore ways to further optimize the 

deep learning model, or to incorporate additional features to improve the overall 

performance of the system. 
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3. Generalization to different scenarios and environments: The paper evaluates the 

method on several benchmark datasets, but it would be interesting to see how well 

the approach generalizes to different scenarios and environments, such as outdoor 

scenes, indoor environments with different lighting conditions, and different camera 

angles. 

4. Exploration of different deep learning architectures: The paper uses a CNN-based 

architecture for crowd detection. However, there are many other deep learning 

architectures that could potentially be used for this task, such as recurrent neural 

networks (RNNs) and transformers. Future work could explore the performance of 

these architectures for crowd detection. 

5. Integration with other technologies: The paper focuses primarily on computer 

vision and deep learning-based techniques for crowd detection. However, there are 

other technologies that could potentially be integrated with this approach, such as 

LiDAR or radar-based sensors, to improve the overall accuracy and robustness of the 

system. 

Overall, there are many potential future directions for this paper. The paper presents a 

promising approach to the problem of crowd detection in crowded scenes, and future work 

could build upon this foundation to improve the accuracy, robustness, and generalizability of 

the method. 
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