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Abstract 

Nowadays, sentiment analysis is the most prevalent method adopted by many companies to conduct real-time surveys 

based on the information available on different social media platforms. Sentiments are internal feelings and emotions 

of a person towards an entity in the real world. Sentiment analysis is a study about capturing the various sentiment 

information supplied in natural language writings. In the initial years, most of the research was dedicated to extracting 

sentiment traits through analyzing lexical and syntactic variables. However, as a vast range of disciplines have begun 

leveraging the potential of machine learning based algorithms for solving different types of problems, consequently, 

in the area of sentiment analysis, the idea of machine learning is also not nascent anymore. Many researchers have 

proved their proficiency in analyzing the opinion of internet users. The current paper proposes a hybrid model to 

analyze and classify the tweets using a very popular dataset, i.e., Sentiment140 Twitter dataset and the diabetes dataset. 

The outcome procured from the proposed model showed significantly better results than the other existing machine 

learning and deep learning based models. 

Keywords: Deep Learning, Machine Learning, Sentiment Analysis, Sentiment140 dataset, Twitter, Diabetes 

Dataset. 

 

1. Introduction 

In today’s era, users prefer social media platform to express their opinion about products, services, incidents, policies, 

etc.[1]. These opinions or sentiments on social media hold significant importance for companies and policymakers, 

as these opinions serve as a base for further decision-making processes[2]. Sentiment analysis is a method for 

extracting a person's emotions and attitudes about a product, entity, or political or personal issues from web data. This 

data contains a wealth of information about the user's viewpoints and opinions. The need to analyze the sentiment 

laden information has been realized in a variety of areas, such as assisting manufacturers in collecting and predicting 

consumer attitudes toward their products and assisting political organizations in understanding public opinion. For the 

last few years, people have utilized social media platforms, like Facebook, Twitter and many more, to share their 

opinion toward specific things. Among such social media platforms, Twitter has acquired the attention of the majority 

of online users for expressing their attitudes and emotions. 
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Hitherto, a plethora of studies conducted in the different areas claimed and further proved the efficiency of a single 

machine learning method for producing reliable results. The utilization of these methods was observed in several 

domains, such as Internet of things and smart cities, traffic prediction and transportation, cyber security and threat 

intelligence, Healthcare and COVID-19 pandemic, and for product recommendations[3]–[5]. However, the idea of 

integrating two or more distinct techniques was then suggested to improve the performance by leveraging the merits 

of the considered techniques[6]. In the myriad of existing studies, researchers have tested the effect of integrating 

different machine learning techniques and consequently got improved results. A similar effect was also observed in 

Convolutional Neural Network (CNN) technique, and the researchers got significantly better results when they 

combined the above technique with other machine learning methods. The CNN technique has many advantages like 

it demands less processing time than other machine learning algorithms. Besides this, in case of CNN the necessity of 

hyper parameters and supervision is minimum. In [7], the authors combined CNN and SVM methods to get a more 

accurate result for classifying remote sensing images. 

On the grounds of the results of the existing studies, the current research has considered the CNN technique and 

merged it with different machine learning and deep learning methods to probe their efficiency in the arena of sentiment 

analysis. In the current paper, four hybrid models have been created by combining CNN and Naïve Bayes (NB), CNN 

and Support Vector Machine (SVM), CNN and Random Forest (RF), CNN and Long term Short term memory 

(LSTM) and CNN and FCDNN. The results obtained from these hybrid models have also been compared with the 

existing models. 

The main contributions of the research include: 

 
 To introduce a hybrid model in the field of sentiment analysis. 

 To compare the proposed model's classification performance with some existing techniques. 

The remaining paper is organized as follows: 

Section 2 encompasses a review of the studies depicting the current trends in the field of sentiment analysis. Section 

3 comprises the methods backing the experiments executed in the current study. Section 4 contains the results procured 

from the experiments and Section 5 contains the conclusions. 

 

2. Review of Earlier Works 

A plethora of studies has been conducted in the sentiment analysis domain. This section outlines the work conducted 

to analyze the sentiment expressed by the internet users. 

Waghet al. suggested an approach for sentiment analysis by combining the natural language toolkit with machine 

learning. Natural language toolkit is the most prevalent approach for classifying the entities into two or more groups. 

The aforementioned combination was utilized by the authors to gauge the sentiment’s polarity in data available on the 

social sites. The data for experiment was collected from Twitter [8]. Subsequently, the selected sentiments were 

classified using Naive Bayes and multinomial classifiers. Finally, the evaluation metrics such as precision, recall, 

accuracy, and f-measure were used to gauge the classification ability of the developed classifier.[9]. 
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Zhang et al. proposed a quantum inspired sentiment representation model which basically prioritized both semantic 

and sentiment of the word[10]. This model works by extracting phrases that contains adjectives or adverbs. The 

extraction process was performed through part of speech tagger. The proposed model's performance was evaluated 

using the Obama-McCain Debate dataset and Sentiment140 Twitter dataset. The proposed model showed significant 

improvement over other existing vector techniques. 

Garcia et al. introduced a state of art technique to ameliorate the accuracy of decision support systems. The 

information processing was automated via the social platform and enhances the accuracy of sentiment analysis support 

systems [11]. 

Chidanandaet al. (2019) proposed a model leveraging the potentials of N-gram and log function to analyze sentiments 

of Twitter data. The outcome obtained from the proposed model showed significant improvement, in terms of 

accuracy, as compared to existing models[12]. 

Batra et al. Predicted the stock price movement on the basis of tweets. The main idea was that the emotional state of 

the people strongly affects stock prices and their movement. The machine learning technique was utilized to extract 

the feelings associated with the product, person, or organization. The dataset utilized for sentiment detection was 

obtained from the StockTwits and the yahoo finance market index data. The SVM method is used to generate the 

sentiment score of the tweets. The SVM classifier assigned optimistic and bearish characterizations to the tweets.  

Using this categorization, one can forecast stock movement for the next day. The findings from the method showed a 

positive correlation between people’s feelings and market data[13]. In [14], authors utilized NB, SVM, and K-nearest 

neighbor, for classifying the user views based on their opinion about movie. In [15], the authors proposed a machine 

learning based model for analyzing the sentiments of users. The tweets utilized for the experiment were in Malayalam 

language. 

All of the above studies have developed the classification models by using a single machine learning algorithm. 

However, the current study has adopted the notion of hybrid approach where two algorithms are combined to build a 

final hybrid classification model. 

3. Methodology 

 
This section describes different methods and techniques which backed the entire experiment process. Firstly, we 

describe the dataset and then explain the feature selection and classification techniques utilized during the experiment. 

And, the last subsection contains the evaluation measures adopted in the current paper to depict the ability of the 

proposed hybrid model. 

 
3.1 Datasets 

The potential of the proposed model has been validated through the most prevalent dataset, i.e., Sentiment1401Twitter 

dataset[16] and diabetes dataset. The sentiment140 dataset was produced by Alec Goet al. This dataset has been used 

in a number of studies conducted in the domain of sentiment analysis. Figure.1 depicts the first five rows of the 

 

1https://www.kaggle.com/datasets/kazanova/sentiment140 
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Sentiment140 dataset. The Sentiment140 dataset contains around 1.6 million tweets and for the current study, we 

randomly chose 1620 positive and 1600 negative tweets [17][18]. 

The diabetes dataset has been created by extracting the tweets related to diabetes from Twitter using Apache Flume. 

These tweets were stored in Hadoop Distributed File System (HDFS). Figure 2 shows the extracted tweets along with 

their IDs [19][20]. 

 
Figure 1 : First five rows of the Sentiment140 dataset using .head() function 
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Figure 2: Tweets extracted through Apache Flume 

 
 

3.2 Pre-processing and feature selection technique 

The pre-processing of the extracted tweets is a necessary task before starting the actual classification process. In the 

current paper, we applied a set of pre-processing tasks, such as removal of stopwords, removal of punctuation, 

stemming, and lemmatization. The pre-processing starts with tokenization, where the sentences were split up into 

words. The stopword feature discovers and then eliminates the commonly used words, such as “a”, “an”, “the”, “we” 

and many more, which do not contribute significantly to sentence comprehension. Stemming and lemmatization were 

utilized to produce the root forms of the words obtained so far [21][22]. 

In order to identify the opinion, it is necessary to extract only those relevant features from the sentence, which 

contribute significantly to shed off the true opinion of the internet user. In this paper, feature extraction has been 

performed by using a prevalent method, i.e. Term Frequency - Inverse Document Frequency (TF-IDF). This method 

determines the need of a specific term in a given document. Jones et al. pointed out that the terms which frequently 

occur in a sentence, but rarely occur in the entire document are more informative. The TF-IDF method can be 

formulated as below [23][24]. 

𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑) ∗ 𝑖𝑑𝑓(𝑑, 𝐷) 

Where 𝑡𝑓(𝑡, 𝑑) = 1 + 𝑙𝑜𝑔𝑓𝑡,𝑑 

𝑖𝑑𝑓(𝑑, 𝐷) = 𝑙𝑜𝑔 
|𝐷|

 
{𝑑∈𝐷:𝑡∈𝐷} 

In the above formula, tf(t,d) indicates how often term toccurred in the whole document d. idf(d,D)helps identify terms 

observed in only a handful of documents. Therefore, with the help of tfidf(t,d,D), it is possible to identify the terms 

which were observed in a small number of documents, but their occurrence in those documents was frequent. 

Therefore, it helps to identify the terms observed in a few documents, but at the same time, their occurrence in those 

documents was too high [25][26]. 

 
3.3 Sentiment classification 

The following subsections contain the outline of machine learning techniques considered in the current paper to 

develop the classification model [27]. 

3.3.1 Naive Bayes 

 

Naïve Bayes relies on the Bayes theorem of probability analysis. Naïve Bayes scheme calculates the posterior 

probability of reaching a final decision output. First, the frequency table and likelihood table are calculated in the 

large training data table. Then, after prediction is made for different categories based on various attributes. The main 

applications of Naïve Bayes include text classification, spam filtering, etc. Naive Bayes has also been adopted in a 

number of existing studies to calculate sentiment analysis [28]. 

3.3.2 Support vector machine 

 

The SVM model works by locating the decision surface at an appropriate position that classifies the points of two or 

more heterogeneous groups. This model is preferably used for n-dimensional data sets. Each input data set is classified 
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based on values of features and put into one of the groups made from the training data set. SVM segregates n- 

dimensional space into groups using a hyperplane. The hyperplane specifies the decision boundary between groups 

of data elements. Each group contains dataset elements having high similarity. The hyperplane creates segregation 

between two sets of data elements. Each group has extreme points which define the edge of that group. The hyperplane 

is optimal if there is a maximum difference between the hyperplane and extreme points. After the machine is 

constructed, any new data value should be classified into one of the groups. The SVM approach has a number of 

applications in the real world, such as face recognition, text categorization, and image classification etc [29]. 

3.3.3 Random Forest 

 

In the family of supervised learning techniques, the random forest algorithm comes out as an important and result- 

oriented algorithm. It helps to solve problems of classification and regression analysis. On the ground of information 

provided in the existing studies about random forest, we have divided the overall process into three steps. In the first 

step, subsets of data sets are randomly selected to decision trees. In the next i.e. second step, different decision trees 

are built. After that, in the last step, majority voting is performed to form the final combined result, which is then used 

to predict the final outcome. The random forest technique is suitable for binary classification, multinomial 

classification, and regression purposes. 

 
3.3.4 Deep learning techniques 

 

LSTM and CNN are two deep learning methods used in the current paper for sentiment analysis. The LTSM method 

can reserve the content both for a longer or shorter period. In addition, the LSTM method possesses advanced memory 

compared to its predecessor, i.e. RNN, which suffered from the vanishing gradient problem. 

The first application of CNN took place in the domain of computer vision. The CNN method has emerged as an 

efficient method for recognizing images. The working of this method is motivated by the visual cortex, an essential 

part of the human brain. The main reason behind the widespread adoption of the aforementioned method is considered 

to be its ability to produce good results even in the case of a lower number of neurons. If the same work needs to be 

done through the predecessor of CNN, such as ANN, the same requires a lot of neurons. CNN method consists of 

convolutional layers, pooling layers, and fully connected layers. 

 
3.3.5 Hybrid model 

 

The proposed approach uses a hybridized form of the techniques at the level of features to obtain semantic and 

linguistic information. At the classifier level, CNN has been hybridized with SVM, NB, and other classifiers because 

CNN improves feature mapping in non-linear space and machine learning enhances the learning performance of 

classifiers [7]. Semantic and linguistic features are hybridized to improve sentiment domain learning and reduce 

feature noise using a hybridized classifier strategy such as CNN and the machine learning approach. 

Figure3 contains the visualization of the whole sentiment analysis process. The first step was the pre-processing of 

the tweets and this involves the application of different methods, such as removal of stopword, removal of punctuation, 

stemming, and lemmatization. After pre-processing, the next task was to identify the most important words which can 
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contribute significantly to accurately represent the actual meaning of the sentence. This process was executed by TF- 

IDF. Then, the features extracted from the previous steps were further given as input to the hybrid classifier. 

 

Figure 3: Flowchart of Proposed Hybrid Sentiment Representation (HSR) Model 

 

 
These hybridized models are formed by combining CNN with Naïve Bayes, CNN with SVM, CNN with RF, and 

CNN with LSTM. Basically, the hybridization of different techniques enhances learning weights and makes classifier 
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models more accurate. After this, the testing datasets were used by the developed hybrid model. At last, the procured 

classification results were expressed through the selected performance evaluation measures. 

The following subsections describe the sequence followed during the creation of hybrid models. 

In hybrid Naïve Bayes, the hybrid model incorporates two techniques CNN and Naïve Bayes. The model is created by 

combing the said methods in following manner. 

CNN Naïve Bayes 

The CNN method extracts the key features from each sentence, whereas the Naive Bayes method can classify the 

sentence into one of the predefined category. The hybrid model constructed using CNN-Naïve Bayes method is 

explained in the Figure4. As mentioned previously, the relevant features are first collected from each sentence by 

using TF-IDF method. These vectors are then entered into our hybrid model. The Word2Vec method is utilized to 

create vectors out of the relevant words. The output of the Word2Vec is entered as the input to the first layer of CNN 

model. The first layer, convolutional layer has 256 filters. The next layer, max pooling layer, contributes to minimize 

the number of parameters by selecting the words seems appropriate among those produced by the filters. 

The next layer, fully connected layer, ensures that every input of the input vector influences every output of the output 

vector. This layer sends the features extracted from the max pooling layer in a fully connected way to the sigmoid 

method. The sigmoid method is utilized in case of CNN model for the classification purpose. The variant of sigmoid 

method is softmax method, which is utilized when features are mapped to one of the three output classes, whereas the 

former one is preferred when the output classes are two. In our case, the sigmoid method can be considered for 

classification as we are mapping the sentiments into either of two classes, i.e., positive or negative. However, in the 

hybrid Naïve Bayes model, the sigmoid method is replaced by Naïve Bayes. 

 

 

 
Figure 4: Hybrid Naïve Bayes model 

 

 
In hybrid support vector machine, the hybrid model is constructed by following the following sequence 



HYBRID MODEL FOR SENTIMENT ANALYSIS OF TWITTER DATA 

Section: Research Paper 

11792 Eur. Chem. Bull. 2023,12(Special Issue 4),11784-11802 

 

 

 

CNN SVM 

 
 

The hybrid SVM model is explained in Figure5. Here also, the CNN method is used to extract the features which can 

contribute significantly in revealing the true emotion of the user. This hybrid model incorporates CNN layer, pooling 

layer and fully connected layer as describe in the hybrid Naïve Bayes model. However in this model, the classification 

part is being performed by support vector machine. 

 
Figure 5: Hybrid Support Vector Machine Model 

 

In hybrid random forest model, the model is arranged in the following way 

 
 

CNN RF 

Figure 6 contains the detail design of hybrid random forest model. This model is nearly similar to the previous one 

with slight variation, i.e. in this model the classification is done with random forest method. 

In hybrid LSTM model, the following order was followed for its construction 

 
 

CNNLSTM 

In Hybrid LSTM, the hybrid model is created by combining CNN with LSTM techniques as shown in Figure 7. Both 

of these are deep learning techniques. The techniques are combined in the following sequence. The key objective 

behind the integration of the CNN and LSTM is that the former technique is proficient in identifying short term 

dependencies, whereas the latter is efficient in remembering the long term dependencies. The real significance of the 

LSTM method can be noticed in the instance when the length of the tweet is very long. The main architecture of the 

CNN and LSTM model is depicted in Figure. The outcome retrieved from the convolutional layers is given as input 

to the max pooling layer. The features produced by the max pooling layer is then entered into LSTM, which 
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incorporates three gates, forget update, and output. The words outsourced from LSTM are goes into sigmoid function 

for final classification. 

 

 

 
Figure 6: Hybrid Random Forest model 

 

 
 

 
Figure 7: Hybrid LSTM model 

 

 

 
 

In hybrid FCDNN model, the following order was followed for its construction 
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CNNLSTM SVM 

Figure 8 contains the model constructed using CNN, LSTM, and SVM. In this model, we have 

utilized three instead of two techniques. The fully connected layer is the part of CNN layer. We 

have already included this layer in the previous models as a part of CNN technique. The output 

from the LSTM is entered in fully connected way into SVM method. The initial steps are same as 

that described in the hybrid LSTM model, however, instead of feeding output into sigmoid 

function, we have used the SVM method. 

 

 

 

 

Figure 8: Hybrid FCDNN model 
 

3.4 Performance evaluation metrics 

 

To gauge the effectiveness of the proposed hybrid technique, it is necessary to select the appropriate performance 

evaluation method. The selected performance evaluation measures are accuracy, precision, recall, F1-score. However, 

calculating the selected performance metrics require the determination of the confusion matrix’s indices. The 

confusion matrix is shown in Table 1. In addition, terms depicted in the confusion matrix are further helpful in 

computing the values of the performance measures chosen in the study. 

Accuracy calculates the number of cases in which the classification model correctly puts the review under its correct 

category. The formula used to compute the Accuracy measure is given in Table 2. 

Precision: The prediction index measures the number of correctly predicting positive reviews among the reviews 

classified as positive. The formula used to compute the precision measure is given in Table 2. 

Recall: Recall calculates the number of cases in which the developed model correctly put the negative cases in its 

correct category. The formula used to compute the recall measure is given in Table 2. 
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F1-score: The F1-score is a metric utilized to determine the correctness of a test. This metric is computed using the 

accuracy and recall. The formula used to compute the F1-score measure is given in Table 2. 

 

 

 
Table 1: Confusion matrix 

 

 

 

Table 2: Performance evaluation measures considered in the current study 

 

 

 
4. Results 

 

This section encompasses the results obtained during the experiment. It is pertinent to mention that all of the 

experiments were implemented in Python programming language. As already mentioned in the previous section, 

Sentiment140 Twitter dataset has been frequently utilized in a number of research studies to test the efficiency of 

various sentiment analysis methods. The key advantages of the considered dataset are its conciseness and 

comprehensibility. In the current paper also, the same dataset has been utilized to test the proficiency of the developed 

hybrid model. Apart from this, the diabetes dataset has been also used to perform sentiment analysis by employing 

same hybrid model. 

 

 

 
Hybrid Naive Bayes 
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As already mentioned the CNN model has been combined with different machine learning and deep learning 

approaches in order to generate a more efficient classifier. In hybrid Naïve Bayes model, CNN was combined with 

Naïve Bayes algorithm. On the execution of the hybrid Naive Bayes model, the accuracy obtained on the training and 

testing datasets was around 87 % and 76 % respectively. 

Figure 9 depicts displays the accuracy, precision, recall, and F1- score and confusion matrix of the hybrid Naïve Bayes 

classifier: 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 
 

Figure 9: Accuracy results for Hybrid Naive Bayes 

 

Hybrid SVM 

Hybrid SVM was formed by using CNN approach followed by SVM. During the experiment, Hybrid SVM gives an 

accuracy of about 93 % on the training data and about 76 % on the testing data. 

Figure 10 contains code displays the accuracy, precision, recall, F1- score, and confusion matrix of the Hybrid SVM 

classifier. 
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Figure10: Accuracy results for Hybrid SVM 

 

 

 

 

Hybrid Random Forest 

 
The Hybrid Random forest model is created by merging CNN and RF algorithms. This model gives an accuracy of 75 

% on the training data and around 71 % on the testing data. 

Figure 11 displays the results obtained for accuracy, precision, recall, F1- score, and confusion matrix on the execution 

of the Hybrid Random Forest classifier. 
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Figure11: Accuracy results for Hybrid Random Forest 

 

 

 

 
Hybrid LSTM 

The Hybrid LSTM was formed by combining CNN with LSTM. As a result, the Hybrid LSTM model gives an 

accuracy of around 83 % and performs far better than the traditional machine learning models mentioned above [17]– 

[19]. Figure 12 displays the accuracy results of the Hybrid LSTM after one epoch. 
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Figure 12: Model summary and accuracy results for Hybrid LSTM 

 

Hybrid FCDNN 

The Hybrid FCDNN model was built using CNN and FCDNN techniques. The model summary and accuracy result 

based on the Hybrid FCDNN model are outlined in Figure 13 and Figure 14respectively. This model gives an accuracy 

of about 82 %. 

 

Figure 13: Model summary for Hybrid FCDNN 
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Figure 14: Accuracy results for Hybrid FCDNN after 15 epochs: 

 

Zhang et al. proposed a quantum inspired sentiment representation model and compared its outcome with existing 

techniques such as SentiWordNet, Unigram, Bigram, Trigram, Doc2vector, PMI-IR, SentiStrength, and Simple 

addition [10]. The whole experiment was executed on Sentiment140 Twitter dataset. The results obtained by previous 

mentioned study along with the outcome yielded by our proposed hybrid models are shown in Table 3. In case of the 

NB method, all of the algorithm’s results are close, except SentiWordNet, which only obtains an accuracy of 0.511. 

Based on the results, it can be observed that counting positive and negative words alone are insufficient to determine 

sentiments accurately. 

Furthermore, the PMI-IR approach has depicted the lowest accuracy. Conversely, the proposed hybrid model has 

shown the highest accuracy. The best precision score goes to Trigram, while the highest recall and F1 values go to 

doc2vector. The outputs of the unigram, bigram, and trigram algorithms are nearly identical in terms of accuracy. In 

case of SVM classifier, we discover that the trigram method performs better. The RF classifier, on the other hand, 

does not produce satisfactory results. In case of RF classifier, Unigram produces superior classification outcome. As 

a result, it can be concluded that the performance of language models may be dependent on the classifiers. 

Furthermore, SentiWordNet and PMI-IR approach produced poorest outcome as compared to other algorithms. 

Accuracy, precision, recall, and F1-score based results obtained in the case of different machine learning methods are 

depicted in Figure 15, Figure 16, Figure 17, and Figure 18, respectively. 
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Table 3: Result of the proposed model and other existing techniques 

Classifier Algorithm Accuracy Precision Recall F1 

NB SentiWordNet 0.5111 0.5132 0.5149 0.5144 

NB Unigram 0.5581 0.5626 0.5539 0.5567 

NB Bigram 0.5564 0.5680 0.5561 0.5623 

NB Trigram 0.5546 0.6009 0.5326 0.5762 

NB Doc2vector 0.5548 0.5446 0.6483 0.5904 

NB PMI-IR 0.5205 0.5268 0.5387 0.5327 

NB SentiStrength 0.5436 0.5486 0.5444 0.5469 

NB Simple addition 0.5610 0.5771 0.5633 0.5715 

NB QSR model 0.5669 0.5698 0.5672 0.5684 

NB Hybrid model 0.7603 0.756 0.754 0.7533 

SVM SentiWordNet 0.5111 0.5132 0.5149 0.5144 

SVM Unigram 0.5548 0.5569 0.5600 0.5576 

SVM Bigram 0.5696 0.5630 0.5774 0.5679 

SVM Trigram 0.5728 0.5698 0.5752 0.5721 

SVM Doc2vector 0.5614 0.5600 0.6323 0.5939 

SVM PMI-IR 0.5205 0.5268 0.5387 0.5327 

SVM SentiStrength 0.5436 0.5486 0.5444 0.5469 

SVM Simple addition 0.5714 0.5765 0.5753 0.5761 

SVM QSR model 0.6567 0.6492 0.6548 0.6526 

SVM Hybrid model 0.7627 0.768 0.7743 0.7833 

RF SentiWordNet 0.5111 0.5132 0.5149 0.5144 

RF Unigram 0.5761 0.5815 0.5871 0.5842 

RF Bigram 0.5761 0.5780 0.6097 0.5934 

RF Trigram 0.5516 0.5577 0.5613 0.5595 

RF Doc2vector 0.5548 0.5565 0.6032 0.5789 

RF PMI-IR 0.5205 0.5268 0.5387 0.5327 

RF SentiStrength 0.5436 0.5486 0.5444 0.5469 

RF Simple addition 0.5754 0.5782 0.5818 0.5796 

RF QSR model 0.6283 0.6204 0.6678 0.6432 

RF Hybrid model 0.7077 0.72 0.722 0.71 

LSTM standard LSTM 0.6813 0.6772 0.6839 0.6811 

LSTM AT-LSTM 0.6929 0.6968 0.6922 0.6948 

LSTM Hybrid model 0.8293 0.81 0.8 0.81 

FCDNN FCDNN 0.5667 0.57 0.5625 .5654 

FCDNN FCDNN-QSR 0.5917 0.5886 0.5905 0.59 

FCDNN Hybrid FCDNN 0.823 0.822 0.84 0.82 
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Figure 15: Accuracy results on Sentiment140 dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16: Precision results on Sentiment140 dataset 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

NB 

SVM 

RF 

LSTM 

FCDNN 

Algorithm 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

NB 

SVM 

RF 

LSTM 

FCDNN 

Algorithm 

A
c
c
u

r
a
c
y
 

p
r
e
ci

si
o

n
 



HYBRID MODEL FOR SENTIMENT ANALYSIS OF TWITTER DATA 

Section: Research Paper 

11803 Eur. Chem. Bull. 2023,12(Special Issue 4),11784-11802 

 

 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

NB 

SVM 

RF 

LSTM 

FCDNN 

Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: Recall results on Sentiment140 dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: F1-score results on Sentiment140 dataset 

The performance of proposed model on diabetes dataset 

 
This section contains the results when hybrid model was applied on the diabetes dataset. The proposed hybrid model 

is compared with the models developed using existing machine learning and deep learning techniques. Results of the 

hybrid model while using diabetes dataset are shown in Table 4. 
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Table 4 Result of the proposed hybrid model on diabetes dataset 
 

Technique Accuracy Precision Recall F1 

NB 0.599 0.587 0.602 0.594 

Hybrid NB 0.788 0.759 0.825 0.791 

SVM 0.659 0.651 0.663 0.657 

Hybrid SVM 0.779 0.782 0.787 0.784 

RF 0.660 0.644 0.677 0.600 

Hybrid RF 0.737 0.701 0.828 0.759 

LSTM 0.697 0.706 0.741 0.723 

Hybrid LSTM 0.811 0.833 0.795 0.814 

FCDNN 0.610 0.624 0.603 0.613 

Hybrid FCDNN 0.823 0.820 0.840 0.833 

 
5. Conclusions 

Sentiment analysis has become an essential task in data analytics due to the communication technology revolution. 

Having easy access to communicative devices, a large number of people respond to anything that occurs and interests 

them. In the current paper, the authors have presented a new hybrid model that outperforms the existing QSR model 

and other existing techniques. The QSR model had achieved an accuracy of 0.5669 in the case of Naïve Bayes 

classifier, whereas the accuracy achieved by the proposed hybrid model is 0.7603. Similarly, this difference of higher 

accuracy is exhibited in Support Vector Machine, Random Forest, Convolutional Neural Network, Long term Short 

Term Memory classifiers in similar conditions. The same hybrid model was applied to test the accuracy of results 

related to diabetic tweets. The proposed model also showed better accuracy, recall, precision, and F1 score than the 

existing models. Hence, it can be concluded that hybrid model is more efficient and dependable in analyzing 

sentiment140 dataset and diabetes dataset than the QSR model and other existing techniques. It can also be utilized in 

other spheres of data analytics to achieve better results in terms of accuracy, which would contribute to a better 

understanding, management, and policy formation regarding anything that requires data classification. 
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