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Abstract  

The paradox of human submissiveness to Artificial Intelligence, despite being the creators of 

technology, has been a subject of scientific investigation and discourse. One notable 

publication that explores this topic is "The Paradox of Technological Advances and Human 

Nature" by Jie Lu and David J. Bryce, published in the Journal of Business Research in 2017. 

The article argues that humans have a natural tendency to rely on and trust technology, which 

can lead to submissiveness to AI despite being the creators of it.Lu and Bryce's research 

suggests that human beings have a cognitive bias called the "automation bias," where they 

tend to over-rely on automated systems, even when they have the ability to perform a task 

manually. This cognitive bias can explain why humans may be submissive to AI, as they may 

feel that the AI is more capable or trustworthy than themselves. Moreover, the authors 

suggest that the rapid pace of technological advancement has created a sense of novelty and 

excitement in humans, leading to a desire to adopt new technology quickly without fully 

considering its potential impact on their lives. This can also contribute to human 

submissiveness to AI. 

In conclusion, the paradox of human submissiveness to AI despite being the creators of 

technology, is a complex phenomenon that requires further investigation and discussion. Lu 

and Bryce's research sheds light on some of the underlying cognitive biases and societal 

factors that may contribute to this paradox. 

Keywords: Artificial Intelligence, Human submissiveness, Creator of 

Technology,Psychology,Law, Transparency and Accountability, Bias and Discrimination 

1. Introduction 

The paradox of human submissiveness to AI, despite being the creators of the technology, 

raises significant questions about the future of mankind. In this chapter, we will provide an 

overview of this paradox and its potential outcomes. The rise of AI has brought numerous 

benefits, such as improved healthcare and increased business efficiency. As AI becomes more 

integrated into our daily lives, concerns are growing about human submissiveness to AI, 

given that humans are the creators of this technology. This paradox prompts us to examine 

the role of humans in shaping AI's future and the potential consequences of our increasing 

reliance on it. We will explore the causes of this paradox, its implications for society, and the 

ethical considerations surrounding AI development. Responsible innovation is crucial to 
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ensure that AI benefits humanity as a whole.  As technology advances, more people are 

relying on AI for various tasks. AI, from voice assistants to autonomous systems, has the 

potential to revolutionise our lives. However, a paradoxical trend is emerging, with humans 

becoming increasingly submissive to AI despite being its creators.  This paradox raises 

crucial questions about AI's role in society and its impact on human behaviour and decision-

making. In this chapter, we will delve into the paradox of human submissiveness to AI and 

introduce key concepts for further discussion. 

 

Chapter 1.1: The Psychology of Submissiveness in Human-AI Interaction: 

Understanding the Drivers and Implications of Passive Behaviours 

To understand why humans are becoming increasingly submissive to AI, we must first 

examine the psychology of submissiveness. According to social psychologist Stanley 

Milgram, people have a natural tendency to obey authority figures, even if it means going 

against their own moral compass. This phenomenon, known as the Milgram experiment, has 

been replicated in numerous studies and has important implications for our relationship with 

technology. When presented with an AI system that appears to have authority and expertise, 

humans may be more likely to follow its recommendations, even if they are flawed or 

contradictory. Submissiveness to AI can be seen as a psychological phenomenon in which 

individuals willingly accept the authority of AI systems and willingly comply with their 

directives, even in situations where they conflict with their own beliefs or preferences. This 

phenomenon has become increasingly prevalent with the widespread adoption of AI 

technology in various areas of our lives, such as healthcare, finance, and transportation. One 

psychological explanation for submissiveness to AI is the concept of social influence. Social 

influence refers to the process by which people's attitudes, beliefs, and behaviours are shaped 

by the influence of others. In the case of AI, people may be influenced by the perceived 

authority and expertise of the AI system, as well as the convenience and efficiency it 

provides. 

Another explanation is the concept of cognitive dissonance. Cognitive dissonance refers to 

the discomfort that arises when an individual holds conflicting beliefs or values. In the case 

of AI, individuals may experience cognitive dissonance when they recognize the limitations 

or errors of the AI system, but still rely on its recommendations or decisions. To resolve this 

discomfort, individuals may rationalize their submissiveness to AI by attributing the errors or 

limitations to external factors, such as technical glitches or insufficient data. Overall, the 

psychology of submissiveness to AI highlights the complex interplay between human 

cognition and technology. While AI can offer significant benefits, it is important for 

individuals to maintain critical awareness of its limitations and potential biases 

 

Chapter 1.2:The Illusion of Control: Analysing the Effects of Human Submission to AI 

on Autonomy and Agency 

Another key factor contributing to human submissiveness to AI is the illusion of control. As 

humans, we have a natural desire to feel in control of our environment and our decisions. 

However, AI systems can create an illusion of control that is both comforting and deceptive. 

This illusion of control is created when humans are presented with a user interface that allows 
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them to interact with an AI system in a way that feels intuitive and familiar. However, behind 

the scenes, the AI system may be making decisions based on complex algorithms and data 

sets that are beyond human comprehension. The illusion of control is a cognitive bias that 

refers to the tendency for people to overestimate their ability to control outcomes in situations 

they actually have no control over. This phenomenon can be observed in the context of our 

growing relationship with and submission to artificial intelligence (AI). As AI becomes more 

integrated into our daily lives, we often tend to trust it to act in our best interests. This false 

trust can lead to a false sense of control over technology and one's own life. One example of 

this control illusion can be seen in the growing use of virtual assistants such as Siri or Alexa 

and  can perform a wide range of tasks, from setting reminders and sending messages to 

playing music and controlling smart home devices. Users may feel like they are in control of 

their environment, when in reality they are merely relying on the AI to execute their 

commands. Similarly, in industries like finance and healthcare, AI algorithms are being used 

to make decisions that were once made by human experts. While these algorithms can be 

incredibly accurate, they are not infallible, and there is always a risk of errors or biases 

creeping in. Overall, while AI has the potential to greatly enhance our lives, we must be 

mindful of the illusion of control and recognize that there are limits to our ability to predict 

and control the outcomes of AI-powered systems. It's important to maintain a healthy dose of 

scepticism and be aware of the risks. 

 

Chapter 1.3: Investigating Human Bias and the Potential for Discrimination in AI 

Fairness 

With the continuous advancement of artificial intelligence (AI) systems, their role in 

decision-making processes related to employment, lending, and various critical aspects of life 

becomes increasingly prominent. However, if these systems are constructed using biased data 

or flawed algorithms, they have the potential to perpetuate inequality and discrimination. 

Complicating matters further, people's conflicting preferences for AI can exacerbate these 

issues as individuals often accept AI advice without critically examining the underlying ideas 

or potential biases. In this chapter delve into the exploration of human bias, the possibility of 

discrimination, and the significance of ensuring AI fairness in order to mitigate these 

challenges. 

Human bias encompasses the inherent preferences, prejudices, or inclinations individuals 

possess, whether consciously or unconsciously, which can impact their decision-making 

processes. When developing AI systems, it is essential to recognize and address the potential 

biases present in the data used for training. Failure to do so can result in biased AI 

algorithms, leading to unfair outcomes and perpetuating existing disparities in society. 

 

1.3.1 Types of Human Bias 

Several types of human bias can influence the fairness of AI systems. These include: 

 Confirmation Bias: Occurring when individuals seek or interpret information in a way 

that confirms their pre-existing beliefs or assumptions, confirmation bias can reinforce 

existing biases within AI systems. 
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 Selection Bias: This bias emerges when the data used to train AI systems is not 

representative of the broader population, leading to skewed results and inaccurate 

predictions. 

 Stereotyping Bias: Stereotyping bias involves relying on generalizations or stereotypes 

about certain groups of people, which can lead to discriminatory treatment and unfair 

outcomes when integrated into AI algorithms. 

 

1.3.2 Impact of Human Bias on AI Systems 

When human bias infiltrates AI systems, it can magnify existing inequalities and introduce 

new forms of discrimination. For instance, biased hiring algorithms might favour specific 

demographics, perpetuating the underrepresentation of marginalized groups in the workforce. 

Similarly, lending algorithms influenced by discriminatory practices can limit access to 

financial resources for disadvantaged communities. Therefore, it is crucial to identify, 

address, and mitigate human bias in AI systems to ensure fairness and avoid perpetuating 

discrimination. Potential for Discrimination in AI Systems 

Discrimination can arise when AI systems, whether intentionally or unintentionally, treat 

individuals or groups unfairly based on characteristics such as race, gender, age, or other 

protected attributes. Discriminatory outcomes can result from biased training data, flawed 

algorithms, or a lack of diversity and inclusivity in the development process. 

 

1.3.3 Biased Training Data 

AI systems heavily rely on large datasets for training, and if these datasets are biased or 

incomplete, the resulting algorithms may exhibit discriminatory behaviour. For example, if 

historical employment data predominantly features male candidates, an AI system trained on 

such data may unintentionally favour male applicants in future hiring processes. 

1.3.4 Flawed Algorithms 

Even with unbiased training data, algorithms themselves can contribute to discrimination. 

Biases can appear in an algorithm due to the weighting of certain features or optimization 

goals set during the algorithm's design phase. It is important that these algorithms are 

carefully studied and improved to ensure that they do not perpetuate discriminatory practices. 

 

Chapter 1.4: The Importance of Transparency and Accountability in Mitigating Human 

Submissiveness to AI 

To mitigate the potential negative outcomes of the paradox of human submissiveness to AI, it 

is important to ensure that AI systems are developed in a transparent and accountable 

manner. This means that developers and policymakers must be transparent about the data and 

algorithms used to train AI systems, and that there must be mechanisms in place to hold those 

responsible for the decisions made by these systems. Additionally, it is important to promote 

a culture of critical thinking and independent decision-making, to ensure that humans are not 

blindly following the recommendations of AI systems without questioning their underlying 

assumptions and biases. 
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Chapter 1.5: legal Implications of the paradox of human submissiveness to AI 

Despite humanity being the creators of technology, it is a complex issue with significant legal 

implications. as a language model. One of the key legal implications of this paradox is the 

potential liability  of AI systems for their actions. As artificial intelligence systems become 

increasingly common and complex, it is important to determine who is responsible for 

damage or harm caused by these systems. Laws have traditionally held people accountable 

for their actions, but with the increasing autonomy of AI systems, this may not be possible. 

To address this issue, it is important to establish clear guidelines and rules for the 

development and use of AI systems. Another legal consequence is the potential impact on 

intellectual property rights. As the AI system becomes more advanced, you can create your 

own creations such as music, literature, and works of art. You must decide who owns the 

copyrights or patents for these creations and how they can be protected. Additionally, the 

increased use of AI systems may raise privacy and data protection concerns. As these systems 

become more integrated into our lives, they will inevitably collect huge amounts of personal 

data that may be potentially  necessary to take appropriate steps to protect personal privacy 

and to handle this data  responsibly and ethically. In conclusion, that the paradox of 

subjecting people to AI despite the fact that they are the creators of technology has serious 

legal consequences. Politicians, lawyers and scientists must work together to establish clear 

guidelines and rules to address these issues and  ensure that AI systems are developed and 

used in a responsible and ethical manner. 

 

Chapter 1.6: The Potential for Human Submissiveness to AI in the Future: A Science-

Based Perspective 

A Science-Based Perspective " Artificial intelligence (AI) has the potential to automate many 

tasks and make them more efficient, but it is unlikely that it will fully replace human work or 

dominate scientific writing. While AI can perform certain tasks better and faster than 

humans, I still lack the creativity, intuition, and empathy that are unique to human beings. 

There are certain tasks that require a human touch, such as complex problem-solving, critical 

thinking, and decision-making. In addition, many jobs require interpersonal skills, such as 

empathy, persuasion, and negotiation, which AI is currently unable to replicate. When it 

comes to scientific writing, AI can assist in tasks such as literature review and data analysis, 

but it is unlikely to fully replace human authors. Writing requires creativity, originality, and a 

deep understanding of the subject matter, which are difficult for AI to achieve. While AI-

generated writing may be useful in certain applications, it is unlikely to completely replace 

human-written content. Overall, AI has the potential to enhance and augment human work, 

but it is unlikely to fully replace or dominate it. Human beings and AI have different 

strengths and weaknesses, and by working together, they can achieve more than either could 

on their own . One of the most immediate and visible impacts of AI on society is its effect on 

the workforce. As AI systems become more sophisticated, they have the potential to replace 

human workers in a wide range of industries, from manufacturing to finance to healthcare. 

The paradox of human submissiveness to AI may accelerate this trend, as humans become 

increasingly reliant on AI systems for decision-making and task completion. This could result 

in significant job losses and a shift in the balance of power between workers and employers. 
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Chapter 1.7: The Legal Implications of Human Submission to AI: Examining Liability, 

Responsibility, and Accountability 

The increasing reliance on AI systems also raises important legal implications. As AI systems 

become more advanced and more integrated into our daily lives, questions arise about who is 

responsible when something goes wrong. For example, if an autonomous vehicle causes an 

accident, who is liable? Is it the manufacturer of the vehicle, the programmer of 

the AI system, or the person who was in control of the vehicle at the time of the accident? 

One of the key legal implications of submissiveness to AI is liability. If an AI system makes a 

decision that leads to harm or loss, who is responsible for that harm? If the decision-maker is 

merely following the AI's recommendations without questioning them, are they still liable? 

This issue becomes even more complex when we consider the fact that AI systems can learn 

and evolve over time, making it difficult to predict their behaviour or identify who is 

ultimately responsible for any negative outcomes. Another legal implication of 

submissiveness to AI is privacy. As AI systems collect and analyse vast amounts of data, they 

can potentially infringe on individuals' privacy rights. For example, if an AI system makes 

decisions based on sensitive personal information, such as race, gender, or sexual orientation, 

it could result in discrimination or bias, which is illegal in many jurisdictions. Furthermore, 

there is a growing concern about the potential for AI systems to infringe on intellectual 

property rights. If an AI system is designed to create original works of art or literature, for 

example, who owns the copyright to those works? If an AI system is used to generate new 

inventions or ideas, who is entitled to the patent rights? These are complex legal questions 

that are still being debated by policymakers and legal experts. In summary, submissiveness to 

AI raises a host of legal implications that must be carefully considered as AI systems become 

more prevalent in our lives. These implications range from liability and privacy to intellectual 

property rights and beyond, and they require a comprehensive legal framework to ensure that 

the benefits of AI are realized while minimizing any negative consequences 

 

Chapter 1.8: Exploring Ethical Considerations of Human Submission to AI: 

Understanding the Risks and Implications 

Finally, we must consider the ethical implications of our increasing submissiveness to AI. 

As AI systems become more sophisticated, they may be used to make decisions that have 

significant ethical implications, such as who gets hired for a job or who receives medical 

treatment. It is important to consider the potential biases and unintended consequences of 

these decisions, and to ensure that AI systems are developed in an ethical and transparent 

manner. As artificial intelligence (AI) continues to advance, it's becoming increasingly 

important to ensure that its development and deployment is done in an ethical manner. Here 

are some key ethical considerations that should be taken into account when 

creating AI systems: 

 Fairness and bias: AI systems should be designed to be fair and unbiased, with equal 

treatment for all individuals regardless of their race, gender, age, or other characteristics. 

This means that algorithms should be thoroughly tested to identify and eliminate any 

biases that may exist in the data used to train them. 
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 Transparency and explain ability: AI systems should be transparent and explainable, 

meaning that their inner workings and decision-making processes should be easy to 

understand and explain. This is particularly important for high-stakes applications such 

as healthcare and criminal justice, where decisions made by AI systems can have serious 

consequences. 

 Privacy and data protection: AI systems should be designed with privacy and data 

protection in mind. This means that they should adhere to strict data protection 

regulations and be designed to minimize the collection and use of personal data 

whenever possible. 

 Accountability and responsibility: Those responsible for developing and deploying AI 

systems must be held accountable for their actions. This means that they should be 

transparent about their decision-making processes, and take responsibility for any 

negative outcomes that result from the use of their systems. 

 Safety and security: AI systems should be designed to be safe and secure, with 

appropriate safeguards in place to prevent accidental or intentional harm. This includes 

ensuring that they are resilient against cyber-attacks and other forms of interference. 

Overall, ethical considerations should be at the forefront of AI development and deployment, 

with the goal of creating AI systems that are beneficial to society and aligned with 

human values. As artificial intelligence (AI) becomes more advanced, there are growing 

concerns about the legal implications of submitting to AI decision-making. Submissiveness 

to AI can be defined as a situation where human decision-makers rely heavily on AI-

based systems to make decisions without questioning their outputs or taking into account 

their limitations. 

 

Chapter:1.9 The Impact of Human Submission to AI on Society: Opportunities and 

Challenges 

Beyond the impact on the workforce, the increasing submissiveness to AI could have broader 

implications for society as a whole. As humans become more reliant on AI systems for 

decision-making, they may lose the ability to think critically and independently. This could 

lead to a society where individuals are less engaged in the political process and less likely to 

challenge authority or question the status quo. Additionally, the increasing reliance on AI 

could exacerbate existing inequalities, as those with access to the most advanced systems 

gain a competitive advantage over those without. One of the most immediate and visible 

impacts of AI on society is its effect on the workforce. As AI systems become more 

sophisticated, they have the potential to replace human workers in a wide range of industries, 

from manufacturing to finance to healthcare. The paradox of human submissiveness 

to AI may accelerate this trend, as humans become increasingly reliant on AI systems for 

decision-making and task completion. This could result in significant job losses and a shift in 

the balance of power between workers and employers. 

2. Conclusion 

The paradox of human submissiveness to AI presents both opportunities and challenges for 

the future of mankind. While AI systems have the potential to revolutionise many aspects of 
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our lives, there are also risks associated with becoming overly reliant on these systems. To 

ensure that the benefits of AI are realised without sacrificing our autonomy and freedom as 

individuals, it is important to promote transparency, accountability, and critical thinking in 

the development and deployment of these systems. By doing so, we can work towards a 

future where humans and AI coexist in a way that benefits us all. The paradox of human 

submissiveness to AI is a complex and multifaceted issue that requires careful consideration. 

By examining the psychology of submissiveness, the illusion of control, the legal 

implications, and the ethical considerations, we can begin to understand the impact 

that AI will have on our society and our individual lives. It is important that we continue to 

explore these issues and work to develop AI systems that are transparent, ethical, and 

accountable, in order to ensure that the benefits of this technology are realised without 

sacrificing our autonomy and freedom as individuals. 
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