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Abstract  

Aim: To improve the accuracy in detecting road lanes with Receiver Operating Characteristic using Noval 

Scale-Invariant Feature Transform over Convolutional Neural Network.  

Materials and Methods: This study contains 2 groups i.e Scale-Invariant Feature Transform (SIFT) and 

Convolutional Neural Network (CNN) Each group consists of a sample size of 5301 and the study parameters 

include alpha value 0.05, beta value 0.2, and the power value 0.8. Their accuracies are also compared with each 

other using different sample sizes.  

Results: The Noval Scale-Invariant Feature Transform has an accuracy of 92.38% and the Convolutional Neural 

Network of 84.2% in Road Lane Detection. The significance value for performance and loss is 0.965 (p>0.05) 

Conclusion: The SIFT model is significantly better than the CNN in identifying Road Lane Detection. It can be 

also considered as a better option for the Lane Detection in General. 
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1. Introduction 

 

A road lane detection system's ability to 

reliably recognise Road Lanes beings and the road 

lane and other vehicles is critical for a variety of 

applications, including abnormal event detection, 

Road Lanes gait characterisation, congestion 

analysis, and fall detection for the elderly. The 

initial stage in the detecting procedure is to identify 

a canny edge(Lapušinskij et al. 2021), perform 

Background subtraction, optical flow, and spatio-

temporal filtering methods might be used to 

identify lanes. When a moving item is discovered, 

It can be categorized as an obstacle using shape-

based, texture-based, or motion-based 

characteristics.  

 

There are about 32 articles in Google 

Scholar Science direct and 21 in Scopus related to 

this study. This paper aims at various detection 

techniques used to detect and separate lanes and 

other objects using the Novel Scale-invariant 

Feature Transform Algorithm(Lindeberg 2012). 

This paper tells about both supervised and 

unsupervised learning. These two learnings 

combined to find and count the objects(Tsuji et al. 

2001). This paper tells a simple and efficient 

bottom-up saliency detection model of a 

discriminative histogram feature metric by 

combining multiple color space and gradient 

magnitude channels to handle complex images. 

Shape-based, motion-based, and texture-based 

methods are the several types of object 

classification techniques. The benchmark datasets' 

properties are discussed, as well as the most 

common uses of lane detection(Venturi and Korda 

2020). 

 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The research gap in Road Lane 

Detection and Object avoidance is the availability 

of real time data sets and the accuracy to be 

improved. The selection of the algorithm also plays 

a vital role in Road Lane Detection. So, this 

research focuses on improved accuracy in Road 

Lane detection using Scale-invariant Feature 

Transform Algorithm Over Convolutional Neural 

Network(Singh 2019). This research aims to 

increase the size of the input dataset and also to 

improve the accuracy of the algorithms. Similar 

applications of Lane Detection are Vehicle 

Detection, Obstacle detection, Image 

Classification.   

 

2. Materials and Methods 

 

 This work is carried out at Saveetha 

School of Engineering, Department of Information 

Technology in the Data Analytics Lab. The study 

consists of two sample groups namely Scale-

invariant Feature Transform Algorithm and 

Convolutional Neural Network. Each group 

consists of 10 samples with pre-test power of 0.18. 

The sample size kept the threshold at 0.05, G 

power of 80%, confidence interval at 95%, and 

enrolment ratio as 1.  

 

Data Preparation 

To perform the real time data sets used are 

images and videos. The input data sets for the 

proposed work is collected from kaggle.com 

(“Kaggle: Your Machine Learning and Data 

Science Community”). 

 

SCALE-INVARIANT FEATURE 

TRANSFORM ALGORITHM 

 

The scale-invariant feature transform 

(SIFT) is a computer vision algorithm to detect, 

describe, and match local features in images, 

invented by David Lowe in 1999. Applications 

include object recognition, robotic mapping and 

navigation, image stitching, 3D modeling, gesture 

recognition, video tracking, individual 

identification of wildlife and match moving. 

 

SIFT keypoints of objects are first extracted from a 

set of reference images and stored in a database. 

An object is recognized in a new image by 

individually comparing each feature from the new 

image to this database and finding candidate 

matching features based on Euclidean distance of 

their feature vectors(Alfakih 2018). From the full 

set of matches, subsets of keypoints that agree on 

the object and its location, scale, and orientation in 

the new image are identified to filter out good 

matches. The determination of consistent clusters is 

performed rapidly by using an efficient hash table 

implementation of the generalized Hough 

transform(Talib and Ramli 2015). Each cluster of 3 

or more features that agree on an object and its 

pose is then subject to further detailed model 

verification and subsequently outliers are 

discarded. Finally the probability that a particular 

set of features indicates the presence of an object is 

computed, given the accuracy of fit and number of 

probable false matches(Ghazali, Xiao, and Ma 

2012). Object matches that pass all these tests can 

be identified as correct with high confidence. 
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Each identified cluster is then subject to a 

verification procedure in which a linear least 

squares solution is performed for the parameters of 

the affine transformation relating the model to the 

image(Rui 2013). 

 

Convolutional Neural Network 

 

A Convolutional Neural Network (CNN) is a class 

of neural networks, generally normally applied to 

break down visual symbolism. They are otherwise 

called shift invariant or space invariant counterfeit 

neural organizations (SIANN) (Arulampalam and 

Bouzerdoum 2003), in view of the common weight 

engineering of the convolution bits or channels that 

slide along input includes and give interpretation 

equivariant reactions known as component maps. 

Illogically, most convolutional neural organizations 

are just equivariant, instead of invariant, to 

interpretation. They have applications in picture 

and video acknowledgment, recommender 

frameworks, picture order, picture division, clinical 

picture investigation, regular language handling, 

cerebrum PC interfaces and monetary time 

series(Kim et al. 2017). 

 

CNNs are regularized forms of multi-facet 

perceptrons. Multi-facet perceptrons typically mean 

completely associated networks, that is to say, 

every neuron in one layer is associated with all 

neurons in the following layer. The "full 

availability" of these organizations make them 

inclined to overfitting information(Kim et al. 2017; 

Rassabin, Yagfarov, and Gafurov 2019). Common 

methods of regularization, or forestalling 

overfitting, include: punishing boundaries during 

preparing, (for example, weight rot) or managing 

availability (skipped associations, dropout, and so 

on) CNNs adopt an alternate strategy towards 

regularization: they exploit the various leveled 

design in information and gather examples of 

expanding intricacy utilizing more modest and 

easier examples embellished in their channels. 

Along these lines, on a size of network and 

intricacy, CNNs are on the lower side(Choi and Oh 

2010). 

 

Convolutional networks were motivated by natural 

cycles in that the availability design between 

neurons looks like the association of the creature's 

visual cortex. Individual cortical neurons react to 

boosts just in a confined district of the visual field 

known as the responsive field(Cai et al. 2018). The 

responsive fields of various neurons to some degree 

crossover with the end goal that they cover the 

whole visual field. 

 

CNNs generally utilize little pre-handling 

contrasted with other picture grouping calculations. 

This implies that the organization figures out how 

to enhance the channels (or parts) through 

robotized learning, though in conventional 

calculations these channels are hand-designed. This 

autonomy from earlier information and Road Lanes 

intercession including extraction is a significant 

benefit(Graves 2012). 

 

3. Results  

 

The group statistical analysis on the two 

groups shows Novel Scale-Invariant Feature 

Transform Algorithm (Group 1) has more mean 

accuracy than Convolutional Neural Networks  

(Group 2) and the standard error mean is slightly 

less than Novel Scale-invariant Feature Transform 

Algorithm. The Novel Scale-Invariant Feature 

Transform algorithm scored an accuracy of 91.39% 

and Convolutional Neural Network scored 84.2%. 

The accuracies are recorded by testing the 

algorithms with 10 different sample sizes and the 

average accuracy is calculated for each algorithm. 

 

In SPSS, the datasets are prepared using 

10 as sample size for Scale-Invariant Feature 

Transform Algorithm  and Convolutional Neural 

Networks . Group id is given as a grouping variable 

and Lot area is given as the testing variable. Group 

id is given as 1 for Scale-Invariant Feature 

Transform Algorithm and 2 for Convolutional 

Neural Networks . Group statistics is shown in 

Table 4, Two Independent Sample T-Tests  in 

Table 5. 

 

4. Discussion  

 

From the results of this study, Novel Scale-

invariant Feature Transform Algorithms are proved 

to be having better accuracy than the Convolutional 

Neural Networks . SIFT has an accuracy of 91.39% 

whereas CNN has an accuracy of 84.2%. The 

group statistical analysis on the two groups shows 

that Novel Scale-Invariant Feature Transform 

Algorithm (group 1) has more mean accuracy than 

Convolutional Neural Networks  (group 2) and the 

standard error mean including standard deviation 

mean is slightly less than Novel Scale-Invariant 

Feature Transform Algorithm. 

 

Road Lane Detection was performed using 

Scale-invariant Feature Transform Algorithm based 

categorization which gave an accuracy of 91.77%. 

Attention based on Road Lane Detection paper 

provided an accuracy of 84.2%. 
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The limitation in this model is that the 

accuracy of CNN requires full labeling of input 

data. Most of the data is simulated from nature 

which is far from reality. Effective data 

preprocessing techniques, and the combination of 

SIFT with other machine learning algorithms such 

as PCA, LDA and CNN may give better accurate 

results in the future.  

 

5. Conclusion 

 

Based on the experimental results, the 

Novel Scale- Invariant Feature Transform 

Algorithm (SIFT) has been proved to detect Road 

Laness more significantly than Convolutional 

Neural Networks (CNN). It can be used in Road 

lane Detection  and Navigation for Self driving in 

Future. 
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TABLES AND FIGURES 

 

Table 1.Pseudocode for Novel Convolutional Neural Network 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the image into machine readable after the extraction feature. 

3. Assign the image or video to the output  variables. 

4. Using the model function, assign it to the variables. 

5. Compiling the model using metrics as accuracy. 

6. Evaluate the output  

7. Get the accuracy of the model. 

OUTPUT //Accuracy 

  

TABLE 2. Pseudocode for  Scale Invariant Feature Transform 

// I : Input dataset image 

INPUT: Capture Image or Video Stream 

Step 1. Pre-process the image to detect Canny Edges 

Step 2. Segment and Normalize the Frames 

Step 3. Extract the feature vector of each normalized candidate  

Step 4. Train SIFTs based on a saved sample database.  

Step 5. Recognize the Lanes by the set of SIFTs trained in advance.  

Step 6. If there are no more unclassified samples, then STOP. 
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Step 7. Add these test samples into their corresponding database for further training.  

OUTPUT: Lane detected / mapped 

OUTPUT //Accuracy 

 

     Table 3: Accuracy of Road Lane Detection using Novel Scale Invariant Feature Transform 

Test Size 
Accuracy 

Test 1 
91.47 

Test 2 95.72 

Test 3 92.48 

Test 4 96.37 

Test  5 94.72 

Test 6 
97.81 

Test 7 90.37 

Test 8 91.98 

Test 9 91.25 

Test 10 93.08 

 

Table 4: Accuracy of Road Lane Detection using Convolutional Neural Network 

Test Size Accuracy 

Test 1 84.86 

Test 2 81.96 

Test 3 88.75 

Test 4 83.55 

Test 5 81.86 

Test 6 85.55 

Test 7 84.98 

Test 8 87.99 

Test 9 90.98 
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Test 10 89.97 

 

Table 5.  Group, Accuracy and Loss value uses 8 columns with 8 width data for Road Lane Detection 

 

SI.NO Name Type Width Decimal Columns Measure Role 

1 Group Numeric 

 

10 

 

2 

 

10 Nominal Input 

2 Accuracy Numeric 

 

10 

 

2 

 

10 Scale Input 

3 Loss Numeric 

 

10 

 

2 

 

10 Scale Input 

 

Table 6. Group Statistical analysis for Novel Scale-Invariant Feature Transform and Convolutional Neural 

Network. Mean, Standard Deviation and standard error mean are determined. 

 

Group N Mean Std Deviation Std.Error 

Mean 

 

Accuracy  

  

Scale-Invariant Feature 

Transform 

 

10 

 

92.3880  

 

1.77610  

 

0.56165 

  

  

Convolutional Neural 

Network 

 

 

10 

 

79.0190 

 

 

 4.33118  

 

1.36964 

 

Loss 

 

 Scale-Invariant 

Feature Transform 

 

10 

 

7.612 

 

1.77610  

 

0.56165  

  

Convolutional Neural 

Network 

 

10 

 

 25.9810 

 

 2.44340 

 

0.77267 
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Table 7. Independent sample T-Test t is performed on two groups for significance and standard error 

determination. p value is greater than 0.05 (0.355) and it is considered to be statistically insignificant with 95% 

confidence interval 

 Levene's 

test for 

Equality Of 

variance  

T-Test for equality of mean 

t df Sig(2 

tailed

) 

Mean 

differenc

e 

Std.Erro

r 

Differenc

e 

95% confidence of 

Difference 

F Sig Lower Upper 

 

 

 

Accurac

y  

Equal 

variance

s 

assumed 

 

19.28

8 

 

.00

1 

 

9.031 

 

18 

 

.003 

 

13.36900 

 

1.48033 

 

10.2589

5 

 

16.4790

5 

Equal 

Variance

s not 

assumed 

   

9.031 

 

11.94

4 

 

.003 

 

13.36900 

 

1.48033 

 

10.1419

6 

 

16.5960

4 

 

 

 

     Loss 

Equal 

variance

s 

assumed 

 

.002 

 

.96

5 

 

-

19.23

0 

 

18 

 

.003 

 

-

18.36900 

 

.95523 

 

-

20.3758

7 

 

-

16.3621

3 

Equal 

Variance

s not 

assumed 

   

-

19.23

0 

 

16.43

5 

 

.003 

 

-

18.36900 

 

.95523 

 

-

20.3896

6 

 

-

16.3483

4 

 

 
Fig. 1 Comparison of Novel Scale-Invariant Feature Transform and Convolutional Neural Network in terms of 

mean accuracy. The mean accuracy of the Novel  Scale-Invariant Feature Transform is better than the 

Convolutional Neural Network Algorithm. The standard deviation of   Scale-Invariant Feature Transform is 

slightly better than Convolutional Neural Network. 

X Axis:  Scale-Invariant Feature Transform vs Convolutional Neural Network. 

Y Axis: Mean accuracy of detection ± 1 SD. 


