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Abstract 

 

Aim: To enhance the accuracy in credit card fraud detection using Novel Logistic Regression and Gradient 

Boosting Ensemble Classifier.  

Materials and Methods: This study contains Novel Logistic Regression and Gradient Boosting Ensemble 

Classifier. Each algorithm consists of a sample size of 70 and the study parameters include alpha value 0.05, 

beta value 0.2 and the power value 0.8. Their accuracies are compared with each other using different sample 

sizes also.  

Results: The Novel Logistic Regression is 93.59% more accurate than Gradient Boosting Ensemble Classifier 

of  92.70% in detecting fraudulent transactions. Significance value for accuracy and loss is 0.030 (p<0.05). 

Conclusion: The Novel Logistic Regression model is significantly better than Gradient Boosting Ensemble 

Classifier in detecting fraudulent transactions. It can be also considered as a better option for credit card fraud 

detection.  
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1. Introduction 

 

Fraud in credit card transactions is 

unauthorized and unwanted usage of an account by 

someone other than the owner of that account 

(Dighe, Patil, and Kokate 2018).  Fraud detection 

involves monitoring the activities of populations of 

users in order to estimate, perceive or avoid 

objectionable behavior, which consist of fraud, 

intrusion, and defaulting. The biggest advantage is 

its quick access to credit (Thennakoon et al. 2019). 

Credit cards function on a credit basis, which 

suggests you get to use your card now and buy 

your purchases later. The money used doesn't leave 

your account, thus not denting your bank balance 

whenever you swipe. Machine learning algorithms 

are employed to analyze all the authorized 

transactions and report the suspicious ones (Mishra 

and Ghorpade 2018). This paper aims to conduct 

comparative analyses of identification of fraudulent 

activity on credit card utilizing Gradient Boosting 

Ensemble Classifier, Novel Logistic Regression 

techniques to explore the most accurate method of 

classifying a credit card transaction as fraudulent or 

non-fraudulent by which algorithm and 

combination of factors are considered. Its 

applications are Machine learning, statistical 

analysis, and behavior monitoring are utilized in 

fraud detection to uncover the patterns and 

techniques employed by criminals to conduct fraud. 

When fraud precursors are discovered, the system 

can intervene before any damage is caused  

(Baesens et al. 2015).  

       

In the last 5 years,there have been 247 

articles in google scholar and 295 in IEEE xplore. 

Gradient boosting is a widely-used machine 

learning algorithm, due to its efficiency, accuracy 

and interpretability. Financial institutions have 

continuously improved their fraud system. 

Aggregation strategy to create a new set of features 

based on analyzing periodic behavior of the time of 

transaction (Raj et al. 2011). A neural network 

based fraud detection trained on large samples of 

labeled credit card account transactions and tested 

on a hold out dataset. To detect accuracy and early 

detection (Maniraj et al. 2019). Grow in 

numbers,taking larger shares in the payment 

system. Improved fraud detection to maintain 

viability of the payment system (Tinio and 

California State Polytechnic). Future direction to 

improve both techniques and results Credit card 

fraud detection using bayesian and neural networks 

(Lamba 2020). 

 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa et al. 2022; 

Palanisamy et al. 2022). Some datasets are aimed at 

theoretical research rather than processing it as per 

the real life application. Therefore identifying 

fraudulent transactions is challenging. Most of the 

existing standard feature extraction processes are 

for short-term analysis, so researchers have made 

their own feature set. Finally a paper is proposed 

assuming all the limitations. This paper solely 

focuses on fraudulent credit card transactions to 

increase the accuracy of prediction.  

 

2. Materials and Methods 

 

 The work is carried out in the Soft 

Computing Lab, Department of Information 

Technology, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences, Chennai. In this study, Novel Logistic 

Regression and Gradient Boosting Ensemble 

Classifier are compared. The study consists of two 

sample groups i.e Each group consists of 10 

samples with a pretest power of 0.18. The sample 

size was set at 0.05, with an enrollment ratio of 1, a 

G power of 80%, a confidence interval of 95%, and 

G power of 80%. The dataset for categorization 

came from Kaggle Inc. Database, an open-source 

data repository for credit card fraud detection using 

numerous machine learning techniques. 

 

Data Preparation 

The input dataset is collected from Kaggle 

for this study  (https://www.kaggle.com/mlg-

ulb/creditcardfraud). The dataset contains 31 

attributes. The Time attribute represents the date 

and time of transactions. Transactions represented 

from V1 to V28 which are used to represent the 

transactions done and Time attribute represents 

transactions done at a particular time interval. The 

amount attribute represents the amount of money 

transacted from one account to another. The dataset 

contains 2,84,808 transactions. The study's 

independent variable is transactions, time, amount 

and its values. The dependent attributes are 

accuracy and precision. The dataset is separated 

into training and testing sets with a test size of 10. 

 

NOVEL LOGISTIC REGRESSION 

Novel Logistic Regression is one among 

the foremost popular classification algorithms in 

machine learning. The Novel Logistic Regression 

model describes relationships between predictors 

which will be continuous, binary, and categorical. 

Dependent variables can be binary. Based on some 

predictors we predict whether something will be 

found or not. We estimate the probability of 

belonging to every category for a given set of 

predictors. It is basically a statistical model which 

https://paperpile.com/c/24WvdU/0NMt
https://paperpile.com/c/24WvdU/3yS4
https://paperpile.com/c/24WvdU/7NDP
https://paperpile.com/c/24WvdU/7NDP
https://paperpile.com/c/24WvdU/A5VA
https://paperpile.com/c/24WvdU/BunS
https://paperpile.com/c/24WvdU/DduE
https://paperpile.com/c/24WvdU/FTD8
https://paperpile.com/c/24WvdU/FTD8
https://paperpile.com/c/24WvdU/Fl8O
https://paperpile.com/c/pnDG3I/7fOt+Rtef+Z4vk+wTy7+jMXa+7OBF+JOvz+B4pB+7LNO+FoSF
https://paperpile.com/c/pnDG3I/7fOt+Rtef+Z4vk+wTy7+jMXa+7OBF+JOvz+B4pB+7LNO+FoSF
https://paperpile.com/c/pnDG3I/7fOt+Rtef+Z4vk+wTy7+jMXa+7OBF+JOvz+B4pB+7LNO+FoSF
https://paperpile.com/c/pnDG3I/7fOt+Rtef+Z4vk+wTy7+jMXa+7OBF+JOvz+B4pB+7LNO+FoSF
https://paperpile.com/c/pnDG3I/7fOt+Rtef+Z4vk+wTy7+jMXa+7OBF+JOvz+B4pB+7LNO+FoSF
https://www.kaggle.com/mlg-ulb/creditcardfraud
https://www.kaggle.com/mlg-ulb/creditcardfraud
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makes use of a logistic  function to model a binary 

dependent variable. This model is  mainly used 

where there is a chance of occurrence of a binary 

classification issue. It works well on linearly 

separable classes. Pseudocode and Accuracy 

Values for the regression model is mentioned in 

Table 1 and Table 3. The odds ratio is one concept 

using which we can also define the logit function 

given in equation (1) and (2) below, 

 

  Odds Ratio — p/(l — p)  

     

  (1) 

  Logit (P) = log p/l-p 

     

   (2) 

 

GRADIENT BOOSTING ENSEMBLE 

CLASSIFIER 

Gradient boosting re-defines boosting as a 

numerical optimization problem where the target is 

to minimize the loss function of the model by 

adding weak learners using gradient descent. 

Gradient may be a first-order in  iterative 

optimization algorithm for locating an area of 

minimum differentiable function given in equation 

(3) below, As gradient boosting is predicated on 

minimizing a loss function, differing types of loss 

functions are often used leading to a versatile 

technique which will be applied to regression, 

multi-class classification, etc. Pseudocode and 

Accuracy Values for the regression model are 

mentioned in Table 2 and Table 4. 

 

 y(pred) = y1 + (eta *  r1) + (eta * r2) + 

....... + (eta * rN)    (3) 

 

The minimum requirement to run the 

softwares used here are intel core I3 dual core 

CPU@3.2 GHz , 4GB RAM , 64 bit OS,  1TB 

Hard disk Space Personal Computer and Software 

specification includes Windows 8 , 10 , 11 , Python 

3.8 , and MS-Office. Statistical Package for the 

Social Sciences Version 26 software tool was used 

for statistical analysis. An independent sample T-

test was conducted for accuracy. Standard 

deviation, standard mean errors were also 

calculated using the SPSS Software tool. The 

significance values of proposed and existing 

algorithms contain group statistical values of 

proposed and existing algorithms. The independent 

variables are transactions, time, V1 to V28, amount 

and the dependent variable is accuracy and 

precision. 

 

3. Results 

 

The group statistical analysis on the two 

groups shows Novel Logistic Regression (93.59%) 

has more mean accuracy than Gradient Boosting 

Ensemble Classifier (92.70%) and the standard 

error mean is slightly less than Novel Logistic 

Regression. The accuracies are recorded by testing 

the algorithms with 10 different sample sizes and 

the average accuracy is calculated for each 

algorithm. Table 6 shows the group statistic 

analysis, representing logistic regression and 

Gradient boosting ensemble classifier. Figure.1 

shows the comparison of Novel Logistic 

Regression and Gradient Boosting Classifier in 

terms of mean accuracy and loss.  

 

4. Discussion 

 

From the results of this study, Novel 

Logistic Regression is proved to have better 

accuracy. Novel Logistic Regression has an 

accuracy of 93.59% whereas Gradient Boosting 

Ensemble Classifier has an accuracy of 92.70% is 

shown in Fig. 1. Accuracy and loss values for two 

algorithms Novel Logistic Regression and gradient 

boosting are denoted as given in Table 5. Group 

statistics table shows a number of samples that are 

collected. Mean and standard deviation obtained 

and  accuracies are calculated and entered.  

It's critical for credit card firms to be able 

to spot fraudulent credit card transactions so that 

customers cannot be charged for things they didn't 

purchase. Modeling prior credit card transactions 

with data from those that turned out to be 

fraudulent is part of the Credit Card Fraud 

Detection Problem (Dornadula and Geetha 2019). 

Gradient Boosting is one of the most extensively 

used classification techniques. Gradient Boosting is 

a combination of many decision trees. Many weak 

learners are integrated to improve the overall 

classification performance of the model. A set of 

classification and regression trees makes up the tree 

ensemble model (Varmedja et al. 2019). Individual 

classifiers in machine learning are not always 

capable of providing the maximum potential 

accuracy. As a result, many classifiers are utilized 

to obtain the highest level of accuracy and 

resilience (Adepoju et al. 2019). Credit card usage 

has grown exceedingly popular in today's economic 

climate. These cards allow users to make large-

scale payments without having to carry significant 

amounts of cash. They've altered the way people 

make cashless payments and made any type of 

payment more convenient for buyers (Bianchini et 

al. 2009). 

Applying Novel Logistic Regression for 

machine learning isn't a difficult task. However, it 

comes with its own limitations. The Novel Logistic 

Regression won't be ready to handle an outsized 

number of categorical features. In the example we 

reduced the number of features to a very large 

extent. Table 7, shows independent ‘t’ sample tests 

https://paperpile.com/c/24WvdU/G9Py
https://paperpile.com/c/24WvdU/J0VV
https://paperpile.com/c/24WvdU/Jmpt
https://paperpile.com/c/24WvdU/KQEi
https://paperpile.com/c/24WvdU/KQEi
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for algorithms. The comparative accuracy analysis, 

mean of loss between two algorithms are specified 

and shown in Table 6.  It’s future scope is the 

financial services firm tapped into vast databases of 

customer information culled from a variety of 

sources, including phone devices, IP addresses, in-

person and online purchasing behavior, credit card 

preferences, geospatial locations, web analytics, 

and a variety of other sources. 

 

5. Conclusion 

 

Based on this study, the mean accuracy of 

Novel Logistic Regression is 93.59% compared to  

Gradient Boosting Ensemble Classifier which has a 

mean accuracy of  92.70%. Hence it is inferred that 

Novel Logistic Regression can predict fraudulent 

transactions more significantly than Gradient 

Boosting Ensemble Classifier. It can be used in 

predicting Credit card fraud detection in the future.  
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TABLES AND FIGURES  

Table 1. Pseudocode for Novel Logistic Regression 

//I : Input dataset records 

1. Import required packages. 

2. Convert data sets into numerical values after the extraction feature. 

3. Assign data to X train, Y train, X test and Y test variables. 

4. Using train_test_split()function, pass training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data. 

6.  Adding Regression, Dense Layer to the model. 

7. Compiling model using matrices as accuracy. 

8. Calculate accuracy of model. 

OUTPUT//Accuracy 

                    
Table 2.  Pseudocode for Gradient Boosting Ensemble Classifier 

//I : Input dataset records 

1. Import required packages. 

2. Convert data sets into numerical values after the extraction feature. 

3. Assign data to X train, Y train, X test and Y test variables. 

4. Using train_test_split()function, pass training and testing variables. 

5. Given test_size and ‘n_estimaors’ : model = GradientBoostingClassifier(). 

6. Compiling model using matrices as accuracy. 
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7. Calculate accuracy of model. 

OUTPUT//Accuracy 

  

Table 3.  Accuracy of Fraud Detection using Novel Logistic Regression 

Test size  Accuracy 

Test 1  93.01 

Test 2 93.11 

Test 3  93.60 

Test 4  93.75 

Test 5  94.30 

Test 6  94.09 

Test 7  93.39 

Test 8  93.08 

Test 9  93.23 

Test 10  94.41 

 

Table 4.  Accuracy of Fraud Detection using Gradient Boosting Ensemble Classifier 

Test size  Accuracy 

Test 1  94.05 

Test 2 93.80 

Test 3  92.48 

Test 4  92.18 

Test 5  91.46 

Test 6  92.67 

Test 7  91.18 

Test 8  92.62 

Test 9  93.23 

Test 10  93.40 
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Table 5. Group , Accuracy , Loss value uses 8 Columns with 8 width data for Fraud Detection in Credit card. 

S.NO   Name    Type  Width   Decimal Columns Measure Role 

     1    Group Numeric      8       2       8 Nominal   Input 

     2  Accuracy Numeric      8       2       8   Scale   Input 

     3      Loss Numeric      8       2       8   Scale   Input 

 

Table 6. Group Statistical Analysis of Novel Logistic Regression and Gradient Boosting Ensemble Classifier. 

Mean, Standard Deviation and Standard Error Mean are obtained for 10 samples. Novel Logistic Regression has 

higher mean accuracy and lower mean loss when compared to Gradient Boosting Ensemble Classifier. 

 GROUP ALGORITHM     N   MEAN   Std. 

Deviation 

Std.Error 

Mean 

Accuracy        1 Logistic 

Regression 

   10    93.5970     .52156      .16493 

      

        2 Gradient 

Boosting 

Ensemble 

Classifier 

   10    92.7070     .94145      .29771 

Loss        1 Logistic 

Regression 

   10    6.3940     .51097      .16158  

        2 Gradient 

Boosting 

Ensemble 

Classifier 

   10    7.1930      .98900       .31275 

   

Table 7. Independent Sample T-test: Confidence interval as 95% and level of significance as 0.05. Novel 

Logistic Regression is insignificantly better than Gradient Boosting Ensemble Classifier with p value 0.030 

(p<0.05) 
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Fig. 1. Comparison of Novel Logistic Regression and Gradient Boosting Classifier in terms of mean accuracy 

and loss. The mean accuracy of Novel Logistic Regression is better than Gradient Boosting Classifier; Standard 

deviation of  Novel Logistic Regression is slightly better than Gradient Boosting Ensemble Classifier. X Axis: 

Novel Logistic Regression vs Gradient Boosting Ensemble Classifier and Y Axis: Mean accuracy of detection ± 

1 SD. 

 

 


