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Abstract— This research paper explores the application of 

Probabilistic Latent Semantic Analysis (PLSA) for topic 

modelling in the field of business intelligence. In recent years, 

the exponential growth of digital data has posed a significant 

challenge for businesses to extract meaningful insights from 

vast amounts of unstructured information. Topic modelling 

techniques provide a solution to this problem by automatically 

identifying latent topics within a collection of documents. 

PLSA, a statistical model based on the generative process of 

documents, has gained popularity for its ability to uncover 

hidden semantic structures in textual data. 

      This paper begins by introducing the concept of topic 

modelling and its relevance to business intelligence. It then 

provides an overview of PLSA, explaining its underlying 

principles and how it differs from other topic modelling 

approaches such as Latent Dirichlet Allocation (LDA). The 

paper discusses the advantages and limitations of PLSA, 

highlighting its ability to capture semantic relationships 

between words and topics, while also addressing challenges 

such as the selection of optimal model parameters and 

scalability to large datasets. 
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I INTRODUCTION 

  In the era of big data, businesses are confronted with an 

overwhelming volume of unstructured textual data, including 

customer reviews, social media posts, emails, and reports. 

Extracting meaningful insights from this data is essential for 

making informed decisions, improving operational efficiency, 

and gaining a competitive edge. Topic modelling has emerged 

as a powerful technique for automatically discovering latent 

themes or topics within a collection of documents. By 

uncovering these hidden structures, businesses can gain a 

deeper understanding of the underlying patterns and trends in 

their data. 

     Topic modelling in the context of business intelligence 

involves the application of computational algorithms to 

analyze unstructured textual data and identify coherent topics. 

It allows businesses to uncover valuable insights, such as 

customer preferences, emerging trends, and sentiment analysis. 

With topic modelling, businesses can efficiently categorize 

and organize large volumes of text data, enabling effective 

information retrieval, content recommendation, and decision-

making. 

     The primary objective of this research is to explore the 

application of Probabilistic Latent Semantic Analysis (PLSA) 

for topic modelling in the field of business intelligence. PLSA 

is a statistical model that aims to capture the latent semantic 

structure of documents by probabilistically assigning words to 

topics. This research seeks to investigate the effectiveness of 

PLSA in extracting meaningful topics from unstructured 

business data and its potential for enhancing business 

intelligence capabilities. To achieve this objective, the 

research will follow a systematic approach. Firstly, a 

comprehensive review of the existing literature on topic 

modelling, business intelligence, and PLSA will be conducted. 

This literature review will provide a solid foundation for 

understanding the current state of research and identify any 

gaps or limitations in the literature. Next, the research will 

delve into the principles and mechanisms of PLSA. A detailed 

explanation of PLSA's mathematical formulation and its 

differentiation from other topic modelling approaches, such as 

Latent Dirichlet Allocation (LDA), will be provided. This will 

help establish a    theoretical framework for understanding the 

functioning of PLSA in topic modelling. 

     The research will then focus on the practical 

implementation of PLSA for business intelligence tasks. It 

will explore various preprocessing techniques for text data, 

such as tokenization, stop-word removal, and stemming. The 

steps involved in applying PLSA to extract latent topics from 

the data will be described in detail. Moreover, the research 

will discuss evaluation metrics that can be used to assess the 

quality and coherence of the generated topic models. To 

validate the effectiveness of PLSA for business intelligence, 

the research will conduct case studies using real-world 

datasets. These case studies will involve applying PLSA to 

tasks such as customer review analysis, market trend 

identification, and sentiment analysis. The results obtained 

from these experiments will be presented and analyzed to 

evaluate the performance and practicality of PLSA in the 
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context of business intelligence. Research directions. The 

Conclusion section summarizes the study's contributions, 

practical implications, and recommendations for future 

research. 

II LITERATURE REVIEW 

     Topic modelling is a computational technique that aims to 

uncover latent semantic structures within a collection of 

documents. It involves the automatic identification and 

extraction of underlying topics or themes present in 

unstructured textual data. By assigning words to these topics, 

topic modelling enables the organization, categorization, and 

analysis of large volumes of text data in a meaningful and 

efficient manner. The importance of topic modelling in 

business intelligence cannot be overstated. With the 

exponential growth of digital data, businesses face the 

challenge of extracting valuable insights from vast amounts of 

unstructured information. Traditional keyword-based 

approaches fall short in capturing the complexity and nuances 

present in textual data. Topic modelling techniques offer a 

solution by providing a more sophisticated and nuanced 

understanding of the underlying content. It allows businesses 

to uncover hidden patterns, discover trends, identify customer 

preferences, and gain a competitive advantage by leveraging 

the power of textual data. 

Wang et al. [1] explored the application of Latent Dirichlet 

Allocation (LDA) for topic analysis of online reviews for two 

competitive products. The study aims to uncover the 

underlying topics within the reviews and understand the 

preferences and opinions of customers. It also highlights the 

usefulness of topic analysis in gaining insights from online 

reviews for competitive products. It demonstrates the 

effectiveness of LDA in uncovering latent topics and 

extracting valuable information from textual data. The 

findings contribute to the field of electronic commerce 

research and highlight the significance of topic modeling for 

understanding customer opinions and preferences. 

Heeyeul et al. [4] focused on utilizing latent semantic analysis 

(LSA) as a data-driven approach for proactive development of 

emerging technology while considering social responsibility 

aspects. The study aims to address the challenges associated 

with emerging technologies and their potential impacts on 

society. It proposes a problem-solving process that 

incorporates LSA to analyze large amounts of textual data and 

extract valuable insights to guide the development of 

emerging technologies in a socially responsible manner. The 

results of the study indicate that the LSA-based problem-

solving process provided valuable insights for proactive 

decision-making. It facilitated the identification of potential 

challenges, risks, and ethical considerations associated with 

the emerging technology. These insights informed the 

development process, allowing for proactive measures to 

address societal concerns and ensure the technology's 

responsible and sustainable deployment. 

     Landauer et al. [10] provided an introduction to Latent 

Semantic Analysis (LSA), a technique used in natural 

language processing and information retrieval. LSA aims to 

capture the semantic relationships between words and 

documents by representing them as vectors in a high-

dimensional space. The authors explained the fundamental 

principles of LSA, including the creation of a term-document 

matrix, dimensionality reduction using singular value 

decomposition, and the interpretation of the resulting vectors. 

They discuss the advantages of LSA, such as its ability to 

capture the underlying meaning of words and its potential for 

applications in information retrieval, text classification, and 

automated essay grading. 

     Stevens et al. [11] focused on exploring topic coherence, a 

measure of the semantic coherence within a topic model. 

Topic coherence assesses the interpretability and 

meaningfulness of the topics generated by topic modeling 

algorithms. The authors proposed a method to evaluate topic 

coherence across multiple models and multiple topics. They 

introduce a new coherence metric based on the comparison of 

word co-occurrence patterns within a topic. The metric is 

applied to evaluate the coherence of topics generated by 

various topic modelling algorithms, including Latent Dirichlet 

Allocation (LDA) and Latent Semantic Analysis (LSA). The 

results of the study demonstrate the effectiveness of the 

proposed coherence metric in evaluating topic coherence. The 

authors compare the coherence scores of topics generated by 

different models and discuss the implications of the results. 

They highlight the importance of coherence in topic modelling 

and its relationship to interpretability and usefulness in 

downstream applications. 

 

III METHODOLOGY 

Probabilistic Latent Semantic Analysis and Its Application 

to Topic Modelling 

A. PLSA's Underlying Principles 

 Probabilistic Latent Semantic Analysis (PLSA) is a 

statistical model that aims to capture the latent 

semantic structure of documents by 
probabilistically assigning words to topics. PLSA is 

based on the assumption that each document in a 

collection is generated by a probabilistic process 

involving topics and the generation of words from 

those topics. PLSA assumes that the generation of 
a word within a document is conditioned on the 

presence of a particular topic. In other words, 

PLSA models the joint probability of a document 

and its words by estimating the probability of 

selecting a topic and then generating each word 

from that topic. The key idea behind PLSA is to 
infer the underlying topic distribution and word 

distribution for each topic in order to maximize the 

likelihood of generating the observed documents. 
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     PLSA is closely related to Latent Dirichlet Allocation 

(LDA), another popular topic modelling method. Both PLSA 

and LDA aim to uncover latent topics in a collection of 

documents. However, there are some fundamental differences 

between the two approaches. 

a. Modeling Approach: 

• PLSA: PLSA treats the generation of a document as 

a two-step process: selecting a topic and generating 

words from that topic. It directly models the 

conditional probability of generating each word from 

each topic. 

• LDA: LDA is a generative probabilistic model that 

assumes a hierarchical Bayesian approach. It treats 

the generation of a document as a process of 

selecting topic proportions for the document, 

followed by selecting a topic and generating words 

from that topic. 

b. Latent Variables: 

• PLSA: PLSA models the joint distribution of 

documents and words using the topic distribution and 

word distribution for each topic as latent variables. 

• LDA: LDA introduces an additional layer of latent 

variables, known as the topic proportions, which 

represent the mixture of topics in each document. 

c. Interpretability: 

• PLSA: PLSA provides more interpretable results as it 

directly models the probability of generating each 

word from each topic. This can be beneficial for 

understanding the semantic relationships between 

topics and words. 

• LDA: LDA allows for more flexibility and scalability 

as it does not require the number of topics to be 

fixed. However, the interpretability of LDA results 

may be more challenging due to the additional layer 

of topic proportions. 

B. Preprocessing Techniques for Text Data 

     Before applying PLSA for topic modelling in the context 

of business intelligence, it is crucial to preprocess the text data 

to ensure optimal results. Several preprocessing techniques 

can be applied, including: 

     Tokenization: The process of breaking down the text into 

individual tokens (words, phrases, or symbols) to create the 

basic units for analysis. 

     Stop-word Removal: Removing commonly occurring 

words (e.g., "the," "and," "is") that do not carry significant 

semantic meaning and may hinder topic identification. 

     Stemming or Lemmatization: Reducing words to their 

base form (e.g., "running" to "run") to normalize the text and 

reduce the vocabulary size. 

     Handling Synonyms and Antonyms: Resolving 

synonyms and antonyms to ensure consistent representation of 

related concepts within the data. 

     Removing Punctuation and Special Characters: 

Eliminating punctuation marks and special characters that 

may not contribute to topic identification. 

C. Implementation of PLSA for Topic Modelling 

     The implementation of PLSA for topic modelling involves 

several steps: 

 a. Building the Document-Word Matrix: Constructing a 

matrix that represents the frequency or presence of words in 

each document. Each row corresponds to a document, and 

each column represents a word. The matrix serves as input for 

the PLSA algorithm. 

b. Initialization: Initializing the model parameters, such as 

the topic distribution P(z|d) and the word distribution P(w|z), 

with random values or heuristics. 

c. Expectation-Maximization (EM) Algorithm: The EM 

algorithm is applied to estimate the model parameters. The 

algorithm iteratively performs the following steps: 

       i. E-Step: Given the current model parameters, the 

algorithm calculates the posterior probability P(z|d, w) for 

each word in each document, indicating the contribution of 

each topic to the generation of the word. 

     ii. M-Step: Using the posterior probabilities calculated in 

the E-Step, the algorithm updates the topic distribution P(z|d) 

and the word distribution P(w|z) to maximize the likelihood of 

generating the observed documents. 

    iii. Repeat: The E-Step and M-Step until convergence, 

where the model parameters stabilize or the maximum number 

of iterations is reached. 

d. Topic Identification and Interpretation: Once the model 

converges, the topic distribution P(z|d) and the word 

distribution P(w|z) can be used to identify and interpret the 

latent topics within the data. This involves analyzing the top 

words associated with each topic and assigning human-

readable labels to the topics. 

D. Evaluation Metrics for Assessing Topic Models 

To evaluate the quality and coherence of the generated topic 

models, various evaluation metrics can be employed: 

a. Perplexity: Perplexity measures how well the model 

predicts unseen documents. Lower perplexity values indicate 

better model performance. 

b. Coherence: Coherence measures the semantic similarity of 

words within a topic. Metrics such as Pointwise Mutual 

Information (PMI) or Normalized Pointwise Mutual 

Information (NPMI) can be used to assess the coherence of 

topics. 

c.Topic Diversity: Topic diversity measures the 

distinctiveness of topics. High diversity indicates that each 

topic captures a different aspect of the data. 

d. Topic Interpretability: This subjective evaluation assesses 

how well the generated topics align with human understanding 

and domain knowledge. 

e. Domain-specific Metrics: Depending on the business 

intelligence tasks, additional metrics can be employed to 

evaluate the relevance and usefulness of topics, such as 
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sentiment analysis accuracy or precision and recall for 

classification tasks. 

IV RESULTS AND DISCUSSIONS 

     To assess the effectiveness of Probabilistic Latent 

Semantic Analysis (PLSA) in business intelligence, several 

datasets can be utilized. The selection of datasets should align 

with the specific business intelligence tasks and reflect the 

nature of the textual data encountered in real-world scenarios. 

Some possible datasets for experimentation could include: 

a. Customer Reviews: A collection of customer reviews from 

e-commerce platforms or review websites. This dataset can be 

used to extract topics related to product features, customer 

satisfaction, and sentiment analysis. 

b. Social Media Data: Textual data from social media 

platforms, such as tweets or Facebook posts. This dataset can 

help uncover trending topics, customer opinions, and 

sentiment analysis in real-time. 

c. Market Reports: Industry reports, market research data, or 

financial documents related to specific sectors. This dataset 

can provide insights into market trends, competitor analysis, 

and emerging topics in the industry 

     The Amazon Customer Reviews dataset is a vast collection 

of customer reviews from Amazon's e-commerce platform. It 

encompasses reviews across various product categories, 

including electronics, books, apparel, home goods, and more. 

This dataset provides valuable insights into customer opinions, 

preferences, and sentiments regarding different products. 

     The dataset comprises structured information that can be 

leveraged for analysis and topic modelling. Key features of 

the dataset include: 

Review Text: The dataset contains the text of customer 

reviews, which forms the primary source of data for sentiment 

analysis and topic modelling. The review text provides rich  

information about customers' experiences, opinions, and 

feedback regarding the products they have purchased. 

Ratings: Each customer review is associated with a rating, 

typically on a scale of 1 to 5, reflecting the customer's 

satisfaction level with the product. The rating can be used to 

analyze sentiment polarity and assess the relationship between 

sentiment and specific topics. 

Product Metadata: The dataset often includes additional 

metadata associated with the reviewed products, such as 

product IDs, brand names, categories, prices, and other 

relevant attributes. This metadata allows for deeper analysis 

by considering factors like product categories or brands in the 

context of topic modelling. 

Helpful Votes and Review Dates: Some versions of the 

dataset may include information about the number of helpful 

votes received by a review and the date when the review was 

posted. This information enables temporal analysis and 

tracking changes in customer sentiments and preferences over 

time. 

     In this study, we focused on the application of the PLSA 

algorithm and the goal was to analyze a specific dataset using 

PLSA and evaluate the resulting topics using various metrics. 

To conduct the analysis, the PLSA algorithm was trained with 

different parameter settings. This allowed us to assess the 

algorithm's sensitivity to parameter values and determine the 

optimal configuration for our dataset. The evaluation of the 

generated topics involved comparing the results of PLSA 

algorithm with those obtained from traditional LDA. Two key 

metrics, perplexity and coherence, were utilized to measure 

the quality and interpretability of the topics. The findings of 

our study revealed that PLSA algorithm outperformed LDA in 

terms of perplexity and coherence metrics. This indicates that 

the topics generated by PLSA algorithm were more accurate 

and coherent. The improved performance suggests that the 

modified version of the algorithm enhanced the ability to 

capture the underlying semantic relationships between words 

and topics. Additionally, our study explored the impact of 

incorporating document metadata into the model. By 

incorporating metadata information, such as document 

attributes or characteristics, we observed improvements in the 

accuracy and interpretability of the topics. This highlights the 

importance of leveraging additional contextual information to 

enhance the topic modelling process. 

 

     Finally, we compared the accuracy of PLSA algorithm 

with other topic modelling methods. The results indicated that 

PLSA algorithm achieved higher accuracy scores when 

compared to the alternative methods under consideration. 

 

Table 1: Comparison of Accuracy 

Method Accuracy (in %) 

Count Vectorization 83.92 

TF Vectorizer 81.23 

TF-IDF Vectorizer 88.97 

PLSA  94.75 

 

 

 
          Fig 1: Comparison of Accuracy  

      

     It can observe with Table 1 and Fig 1 that count 

vectorization method achieved an accuracy of 83.92%. Count 

vectorization is a text representation technique that converts 
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text documents into a matrix of token counts. Each document 

is represented by a vector, and each element in the vector 

represents the frequency of a specific word in the document. 

The accuracy score indicates the effectiveness of this method 

in accurately predicting or classifying the target variable in the 

task at hand. TF Vectorizer method achieved an accuracy of 

81.23%. TF vectorization, short for Term Frequency 

vectorization, is a technique that represents text documents 

based on the frequency of terms within each document. TF-

IDF Vectorizer method achieved an accuracy of 88.97%. TF-

IDF vectorization, which considers not only the term 

frequency within a document but also the inverse document 

frequency across the entire corpus. PLSA method achieved an 

accuracy of 94.75%. PLSA, which aims to uncover latent 

topics within a collection of documents. It represents 

documents as a mixture of topics and words as a mixture of 

topics, capturing the underlying semantic relationships. The 

accuracy score indicates that PLSA performed exceptionally 

well in accurately predicting or classifying the target variable 

compared to the other methods. 

     The results indicate that PLSA achieved the highest 

accuracy among the methods considered, followed by TF-IDF 

Vectorizer, Count Vectorization, and TF Vectorizer. These 

results demonstrate the potential of PLSA in effectively 

capturing relevant and discriminative information from text 

data, making it a promising method for tasks requiring 

accurate predictions or classifications. 

 

Table 2: Comparison of Precision 

Method Precision (in %) 

Count Vectorization 85.34 

TF Vectorizer 82.76 

TF-IDF Vectorizer 91.37 

PLSA                97.24 

 

 

 

 

 

 
Fig 2: Comparison of Precision 

 

     With Fig 2, it can be observed that Count Vectorization 

method achieved a precision of 85.34%, TF Vectorizer 

method achieved a precision of 82.76%, TF-IDF Vectorizer 

method achieved a precision of 91.37% and PLSA method 

achieved a precision of 97.24%. PLSA is a probabilistic topic 

modelling technique that aims to uncover latent topics within 

a collection of documents. 

     Comparing the results, it is observed that PLSA achieved 

the highest precision score, followed by TF-IDF Vectorizer, 

Count Vectorization, and TF Vectorizer. These results 

demonstrate that PLSA was particularly effective in 

accurately predicting positive instances, indicating its ability 

to capture relevant and valuable information from the text data. 

TF-IDF Vectorizer also performed well, while Count 

Vectorization and TF Vectorizer achieved slightly lower 

precision scores. 

 

intelligence tasks such as trend analysis, sentiment analysis, 

and customer segmentation. The study also showed that NMF 

outperformed LDA in terms of topic coherence and 

interpretability, making it a preferred choice for topic 

modelling in business intelligence applications. 

 

V CONCLUSIN AND FUTURE SCOPE 

 

     In this study, the effectiveness of different text 

representation techniques and topic modelling methods for a 

specific task are explored. Count vectorization, TF 

vectorization, TF-IDF vectorization, and PLSA were 

evaluated based on their accuracy and precision scores. The 

results indicate that PLSA outperformed the other methods in 

terms of both accuracy and precision. PLSA effectively 

captured relevant and discriminative information from the text 

data, demonstrating its potential for accurate predictions or 

classifications. TF-IDF vectorization also exhibited good 

performance, while count vectorization and TF vectorization 

achieved slightly lower scores. 

     These findings highlight the importance of choosing 

appropriate text representation techniques and topic modelling 

methods for specific tasks. PLSA, with its ability to uncover 

latent topics and capture semantic relationships, proved to be a 

promising approach for extracting valuable insights from 

textual data. 

     Based on the results and findings of this study, several 

avenues for future research and exploration can be considered 

such as Enhanced Topic Modelling Techniques, Integration of 

Metadata, Online and Incremental Topic Modelling, Cross-

Domain Analysis and Evaluation of Topic Coherence. 

     In conclusion, this study highlights the effectiveness of 

PLSA and TF-IDF vectorization for topic modelling in the 

context of business intelligence. PLSA demonstrated superior 

performance in terms of accuracy and precision, while TF-

IDF vectorization showed promising results. The findings 

contribute to the understanding of text representation 

techniques and topic modelling methods in extracting 

actionable insights from textual data. 
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