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Abstract  

 

Aim: The Objective of the work is to predict the accuracy of Breast Cancer using the novel multi layer 

perceptron comparative with Support Vector Machine.  

Material and Methods: The accuracy and loss are performed with dataset from the github library. The total 

sample size is 20. The two groups Novel Multi Layer Perceptron (N=10) and Support Vector Machine (N=10) 

were proposed for predicting the accuracy of Breast Cancer prediction.  

Result: The results proved that the Novel Multi Layer Perceptron with better accuracy of 90.45% is obtained 

than the Support Vector Machine of 86.45%. The Support Vector Machine appears significantly better than the 

Novel Multi Layer Perceptron. The Statistical significance difference between the Support Vector Machine 

algorithm and Novel Multi Layer Perceptron was found to be 0.194 (p<0.05).  

Conclusion: The results proved that Support Vector Machine helps predicting Breast Cancer with high 

accuracy. 
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1. Introduction 

 

Breast Cancer is a type of Tumor that occurs in the 

tissue of the breast(Ang et al. 2022).It is the most 

common type of cancer formed in Women around 

the world and it is among the leading cause of 

death in Women Breast Cancer is the leading 

mahogany Morality with over 40,000 Women who 

succumbed to this disease. Breast Cancer became 

one of the deadliest cancers in Women. It occurs 

when the growth of cells in Breast tissue becomes 

out of Control. Cells are building Blocks for the 

organs and tissues in the body (Du et al. 2022; 

Bychkov et al. 2022). When the growth of New 

cells are controlled then they build-up a mass of 

tissue called a tumor. The Tumors are Categorized 

into benign and Malignant tumors 

(Balasubramanian 2021)) 1. Breast cancer health 

line 2. The cancer therapy advisor 3. Belong 

Beating Advisor. SVM has been successfully used 

in many applications such as image recognition, 

medical diagnosis, and text analytics (Breast 

Cancer Prediction System 2006).Our team has 

extensive knowledge and research experience  that 

has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

Breast Cancer Detection is carried out by 

researchers 15 related research articles in IEEE 

digital Xplore and 35 (Chen et al. 2022) articles are 

published in the research gate Many researchers 

have put their efforts on breast cancer diagnoses 

and prognoses, every technique has a different 

accuracy rate and it varies for different situations 

(Salem Abdull 2011), tools and datasets being used 

(Yu 2017). Our main focus is to comparatively 

analyze different existing MachineLearning and 

Data Mining techniques in order to find out the 

most appropriate method that will support the large 

dataset with good accuracy of prediction (Lee et al. 

2022). 

The main purpose of this review is to highlight all 

the previous studies of machine learning algorithms 

that are being used for breast cancer prediction and 

this article provides all the necessary information to 

the beginners who want to analyze the machine 

learning algorithms to gain the base of deep 

learning (Lalami et al. 2022). Risk-based breast 

cancer screening is a cost-effective intervention for 

controlling breast cancer in China, but the 

successful implementation of such intervention 

requires an accurate breast cancer prediction model 

for Chinese women (Bychkov et al. 2022). 

 

2. Materials and Methods 

 

The research work is carried out in the Machine 

Learning laboratory lab at Saveetha School of 

Engineering.The number of groups 2, Group1 

Algorithm is Novel MultiLayer Perceptron Group 2 

AlgorithmSupport Vector Machine (SVM) and 

Sample Size 10. Dataset we used the Breast Cancer 

Data set in 340 instances and 33 attributes. Novel 

Multi Layer Perceptron (MLP) comparison with 

Support Vector Machine (SVM)is a class of 

Support Vector Machine (SVM). It consists of 3 

nodes: Input layer , hidden layer and output layer. 

Except input that each node is a hidden layer and 

output layer. Except input, each nord is a neuron 

that uses a nonlinear activation function.(Salem 

Abdull 2011) MLP is applied using different 

numbers of layers and neurons to Examine the 

effect of the number of layers of number 

classification Accuracy. 

 

Novel Multi Layer Perceptron 

Breast cancer (BC) is a standout disease of the 

most well-known cancers among women around 

the world. The analysis and prediction of BC leads 

to early management of the disease and protects the 

patients from further medical complications. In the 

light of its noticeable focal points in basic 

highlights identification from complex BC datasets, 

Machine Learning (ML) is generally perceived as 

the technique of decision in BC design order and 

gauge displaying. Because of the high performance 

of the Multi-layer Perceptron (MLP) algorithm as 

one of the ML techniques, we conducted 

experiments in order to enhance the accuracy rate 

of MLP by tuning its hyper-parameters along with 

studying the effect of feature selection methods and 

feature reduction of MLP. As feature selection 

results indicated that an increase in the number of 

input parameters tends to reduce the error 

associated with the estimator model. The tuned 

MLP proposed in this paper, based MLP best fit 

hyper-parameters along with feature selection, is 

applied for breast cancer classification using 

Wisconsin Diagnostic Breast Cancer (WDBC) 

dataset. 

 

Support Vector Machine (SVM) 

A Support Vector Machine (SVM) is a binary 

linear classification whose decision boundary is 

explicitly constructed to minimize generalization 

error as shown in figure 4. It is a very powerful and 

versatile Machine Learning model, capable of 

performing linear or nonlinear classification, 

regression and even outlier detection. SVM is well 

suited for classification of complex but small or 

medium sized datasets.  

SVMs don't output probabilities natively, but 

probability calibration methods can be used to 
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convert the output to class probabilities. In the 

binary case, the probabilities are calibrated using 

Platt scaling: logistic regression on the SVM's 

scores, fitted by an additional cross-validation on 

the training data. 

 

The support vector machine (SVM) is a predictive 

analysis data-classification algorithm that assigns 

new data elements to one of labeled categories. 

SVM is, in most cases, a binary classifier; it 

assumes that the data in question contains two 

possible target values. 

Another version of the SVM algorithm, multiclass 

SVM, augments SVM to be used as a classifier on 

a dataset that contains more than one class 

(grouping or category). SVM has been successfully 

used in many applications such as image 

recognition, medical diagnosis, and text analytics. 

 

Statistical Analysis 

For statistical implementation, the software to be 

used here is IBM SPSS V26. Statistical package for 

social sciences is used for calculating the statistical 

calculations such as mean, standard deviation, and 

also to plot the graphs etc. The independent 

variables are Label and the dependent variable is 

‘accuracy’. In SPSS, the dataset is prepared using 

10 sample sizes for each group and accuracy is 

given as the testing variable. 

 

3. Results 

 

Table 1 Shows the simulation results of proposed 

algorithm Novel Multi Layer Perceptron and the 

existing system Support Vector Machine (SVM) 

Encryption were run at different times in the Colab 

with a sample size of 10. 

Table 2 represents the T-test comparison of both 

Novel MultiLayer Perceptron andSupport Vector 

Machine (SVM). The mean Standard Deviation and 

Standard Error mean were calculated by taking an 

independent variable T test among study groups. 

The Novel Multi Layer Perceptron produces a 

significant difference than theSupport Vector 

Machine (SVM) with a value of and effect size. 

The mean accuracy of Novel Multi Layer 

Perceptron is 90.50% andSupport Vector Machine 

(SVM) is 86.45%. 

Table 3 represents the independent sample T-test 

with confidence interval at 95% and level of 

significance as 0.05. It shows the statistical 

significance P<0.05 -tailed. 

Figure 1 gives the comparison chart of Novel 

MultiLayer Perceptron andSupport Vector Machine 

(SVM) in terms of mean accuracy. The accuracy in 

Google Assistant of the Novel MultiLayer 

Perceptron is better than theSupport Vector 

Machine (SVM). 

 

4. Discussion 

 

Based on the above study, the Novel Multi Layer 

Perceptron has better accuracy 86.45% than the 

Support Vector Machine (SVM) with the accuracy 

of (Basmadjian et al. 2022; Yao, Tong, and Cheng 

2022) 90.50 %. The statistical insignificant 

difference between the two algorithms is found to 

be p=0.194  (p<0.05). 

In the existing system the accuracy for the Novel 

Multi Layer Perceptron and Support Vector 

Machine is 90.40% and 86.45% respectively. This 

analysis is the paper to make use of machine 

learning to predict breast cancer (Tschodu et al. 

2022; Ang et al. 2022) . Support Vector Machine 

was implemented with an accuracy percentage of 

86.45% . Novel Multi Layer Perceptron combined 

with Support Vector Machine (Lee et al. 2022) and 

predicts a time consumption of 78w% Breast 

Cancer is one of the most commonly diagnosed 

cancer types in women and automatically classifies 

breast cancer histopathological image  . 

The suggested work limits that Support Vector 

Machines are not a common method for classifying 

very large data sets. This is because training and 

testing such data is computationally intensive. 

Many researchers are trying to reduce Support 

Vector Machine training time by using sample 

reduction techniques. Early diagnosis greatly 

increases the chances of survival. The main 

challenge in future application detection is to 

classify tumors as malignant or benign. A tumor is 

considered malignant if the cells can grow into 

surrounding tissues or spread to remote areas of the 

body. 

 

5. Conclusion 

 

This work involves the Novel Multi Layer 

Perceptron algorithm to predict Breast Cancer with 

better accuracy of 90.40% when compared to 

Support Vector Machine accuracy of 86.45%. The 

purpose of this comparative analysis was to find 

the most accurate machine learning algorithm that 

could serve as a tool for diagnosing breast tissue 

according to the predicted results. From this we can 

conclude that the shopping cart algorithm has the 

highest accuracy for a particular dataset. 
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Tables and Figures 

 

Table 1. Predicted Accuracy of Breast Cancer Prediction for 10 different sample sizes. 

GROUP  Algorithms Average accuracy 

1 Novel Multi Layer Perceptron 90.40 

2 Support vector machine (SVM) 86.45 

 

Table 2. Statistical analysis of Novel Multi Layer Perceptron and Randomized Based Algorithm. Mean 

accuracy, Standard deviation and standard error values are obtained for 10 sample datasets. 

 Algorithms N Mean Std.Deviation Std.Error Mean 

Accuracy Novel Multi 

Layer Perceptron  
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 Support Vector 

Machine (SVM) 

 

10 86.45 

 

.15728 .07549 

 

Table 3. Independent sample T-test with confidence interval at 95% and level of significance as 0.05. 

 

Levene’s Test 

for Equality of 

Variances 

T-test for Equality of means 

F Sig. t df 
Sig.(2-

tailed) 

Mean 

Differences 

Std.Error 

Differences 

95% Confidence 

Interval of the 

Differences 

 

Lower | Upper 

Equal 

Variances 

assumed 

1.822 .194 44.779 18 .000 4.0480 .09040 3.858 4.23792 

Equal 

Variances 

not 

assumed 

1.822 .194 44.77 18 .000 4.0480 .09040 4.240 3.85594 

 

 
Fig 1. Comparison of Novel Multi Layer Perceptron and Support Vector Machine (SVM) in terms of means and 

accuracy. The mean accuracy of the Novel Multi Layer Perceptron is better than Support Vector Machine 

(SVM). X-axis: Novel Multi Layer Perceptron vs Support Vector Machine (SVM), Y-axis: Mean accuracy. 

Error Bar +/-1 SD with 95% Cl. 

 

 

 

 

 

 


