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Abstract 

This research aims to develop a robust model for plant disease prediction in rice leaf images 

using the Regions with Convolutional Neural Networks (RCNN) approach. A comprehensive 

dataset comprising 17,000 images, including 400 images for each disease category (blast, 

brown spot, Hispa) and 100 images of healthy leaves, is collected and split into training and 

testing sets. Data augmentation techniques are employed to expand the dataset and improve 

model performance. Image annotation is performed to accurately label disease regions, 
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enabling effective training and testing. The proposed RCNN architecture extracts features 

from regions of interest, followed by ROI pooling, classification, and regression processes. 

Activation and visualization techniques aid in understanding the model's decision-making 

process and feature extraction. Real-field images are used to test the model, and results 

demonstrate its accuracy in disease prediction and differentiation between healthy and 

diseased leaves. A confusion matrix analysis reveals high accuracies for brown spot 

(97.34%), Hispa (98.99%), healthy leaves (99%), and rice blast (97%). However, some 

misclassifications and challenges in distinguishing visually similar diseases are observed. 

These findings contribute to the advancement of automated plant disease prediction and 

facilitate early detection and intervention for effective disease management in rice crops. 

Future research can focus on refining the model to address misclassifications, exploring 

additional features, and incorporating transfer learning techniques to enhance accuracy and 

generalizability. The proposed approach holds significant potential in supporting farmers and 

agronomists in improving crop productivity, reducing yield losses, and promoting sustainable 

farming practices. Overall, this research provides valuable insights and a reliable framework 

for plant disease prediction in rice leaf images, contributing to the field of agricultural 

technology. 

Keywords: R-CNN, Plant disease identification, Plant yield, Machine learning 

1. Introduction 

Plant diseases pose a significant threat to global food security, and early detection and 

accurate diagnosis are crucial for effective disease management in agricultural systems. With 

advancements in machine learning and computer vision, researchers have explored the 

application of these techniques for automated disease detection in crops [1], [2]. This 

literature review aims to provide an overview of relevant studies on plant disease prediction, 

specifically focusing on the use of RCNN for analyzing rice leaf images. 

Traditional methods for plant disease detection often rely on visual inspection by experts or 

laboratory testing, which can be time-consuming, subjective, and impractical for large-scale 

monitoring [3], [4]. In recent years, machine learning techniques have gained prominence due 

to their ability to automate the detection process. These techniques leverage image analysis 

algorithms to extract meaningful features from plant images and classify them into healthy or 

diseased categories [5]–[7]. 
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Various machine learning approaches have been applied to plant disease prediction, including 

support vector machines (SVM), random forests, and convolutional neural networks (CNN). 

Among these, CNN-based models have demonstrated remarkable performance in image 

classification tasks. CNNs are designed to automatically learn hierarchical representations 

from image data and have been widely adopted for plant disease detection due to their ability 

to capture intricate patterns and features [4], [8]–[10]. 

One notable application of CNNs in plant disease prediction is the use of RCNN, which 

combines object detection and image classification. RCNN introduces the concept of region 

proposal to identify specific regions of interest in an image before performing classification. 

This approach enables more accurate disease localization and classification compared to 

traditional CNNs. Several studies have successfully implemented RCNN for plant disease 

prediction in various crops, including rice. For instance, [11] developed an RCNN-based 

model for rice disease detection, achieving high accuracy rates in classifying multiple 

diseases. Similarly, [12] proposed an RCNN framework for detecting rice blast, one of the 

most devastating diseases affecting rice plants. Their model achieved superior performance in 

terms of accuracy and computational efficiency. 

While RCNN-based models have shown promising results, some challenges remain. One 

challenge is the limited availability of annotated datasets for training and testing purposes. 

Creating comprehensive and diverse datasets is essential to enhance the robustness and 

generalizability of RCNN models. Additionally, improving the interpretability of RCNN 

models can aid in understanding the features and patterns contributing to disease predictions. 

Future research in this field should focus on expanding the application of RCNN to detect a 

wider range of diseases in rice crops. Exploring transfer learning techniques can also be 

beneficial, allowing models pre-trained on large-scale datasets to be fine-tuned for rice 

disease detection. Furthermore, the integration of hyperspectral imaging and other advanced 

imaging technologies with RCNN can provide additional spectral information, enabling more 

accurate disease identification [13], [14]. 

This research focuses on the development and evaluation of a plant disease prediction model 

for rice leaf images using the Regions with Convolutional Neural Networks (RCNN) 

approach. The study utilizes a dataset of 17,000 images, including various diseases and 

healthy leaves, to train and test the model. Through data augmentation and annotation, the 



Machine Learning-Based Rice Crop Disease Identification and Prediction for Improved Agricultural 

Management 

 

Section A-Research paper 

 

ISSN 2063-5346 

2768 
Eur. Chem. Bull. 2023, 12(Special Issue 6), 2765-2781 

model is trained to accurately identify and classify different diseases in rice plants. The 

results demonstrate high accuracies for diseases such as brown spot, Hispa, rice blast, and 

healthy leaves. This research contributes to the field of agricultural technology by providing 

an effective and automated approach for plant disease prediction in rice crops. 

2. Methodology 

In this research, a comprehensive rice leaf dataset is created by gathering data from both 

online sources and capturing images of rice leaves. The dataset serves as the foundation for 

developing an effective system for plant disease prediction. Figure 1 illustrates the overall 

architecture of the proposed system, highlighting the various components and their 

interactions. To begin with, the researchers collected a diverse range of rice leaf images from 

freely accessible databases, ensuring a broad representation of diseased leaves. Additionally, 

they captured their own images of rice leaves, further enriching the dataset. This combined 

approach enhances the dataset's diversity and ensures a more robust training and testing 

process. 

The dataset is then divided into two distinct stages: the training stage and the testing stage. 

The training stage is utilized to train the machine learning model, specifically a Regions with 

Convolutional Neural Networks (RCNN) approach, which is a variant of the widely used 

Convolutional Neural Network (CNN) architecture. The RCNN model is particularly suitable 

for object detection tasks, as it identifies regions of interest within an image. During the 

training stage, the RCNN model learns from the labeled data in the dataset, capturing the 

distinct features and patterns associated with various diseased rice leaves. This process 

enables the model to recognize and classify different types of leaf diseases accurately. Once 

the model is trained, it proceeds to the testing stage, where it is evaluated using a separate 

subset of the dataset. This evaluation assesses the model's performance and generalization 

capabilities by examining how accurately it predicts the presence of diseases in unseen rice 

leaf images. 

The use of RCNN as a machine learning approach for plant disease prediction is particularly 

advantageous due to its ability to identify specific regions of interest within an image. This 

allows for a more targeted analysis of diseased areas, enabling accurate disease identification 

and classification. 
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Table 1: Rice Leaf Dataset 

Disease 

Category 

Number of Kaggle Images 

[15] 
Number of Own 

Images 

Total 

Images 

Blast 400 100 500 

Brown Spot 400 100 500 

Hispa 400 100 500 

Healthy Leaves 400 100 500 

Total 1600 400 2000 

 

2.1 Data gathering / collection 

Table 1 presents the data of the images used in the research, specifically focusing on various 

diseases affecting rice leaves such as blast, brown spot, hispa, and healthy leaves. The 

researchers employed a combination of publicly available datasets from Kaggle and their own 

captured images to construct a comprehensive dataset for their study. In this research, the 

Kaggle dataset provided a valuable resource, containing images related to the different 

diseases under investigation. The researchers extracted 400 images for each disease category, 

ensuring a substantial representation of the specific leaf conditions. These images captured 

the distinct characteristics and visual cues associated with each disease, allowing the machine 

learning model to learn and recognize the patterns associated with each condition accurately. 

 

Fig. 1. Architecture of the proposed approach 
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In addition to the Kaggle dataset, the researchers also captured their own set of images to 

augment the dataset. They collected 100 images for each disease category, totaling an 

additional 400 images. This approach was adopted to introduce more diversity and variability 

into the dataset, ensuring that the machine learning model would be exposed to a wide range 

of leaf conditions and appearances. 

Combining the Kaggle dataset with the researchers' own images resulted in a final dataset 

comprising a total of 2000 images. This dataset encompassed different disease categories and 

healthy leaves, providing a comprehensive and representative collection for training and 

testing the machine learning model. By including a sufficient number of images for each 

disease category and healthy leaves, the researchers aimed to strike a balance between 

ensuring a robust training process and maintaining a fair representation of real-world 

conditions. This diverse dataset would enable the machine learning model to effectively learn 

the distinct features associated with each disease and accurately classify unseen rice leaf 

images during the testing phase. 

2.2 Data augmentation 

In the research, the second step involves data augmentation, which is utilized to broaden the 

dataset and enhance the performance of the proposed model. Data augmentation is a 

technique employed in machine learning to artificially expand the size and diversity of a 

given dataset, ultimately improving the model's ability to generalize and make accurate 

predictions. In this study, the researchers utilized data augmentation techniques to introduce 

variations and transformations to the existing images, effectively creating new instances and 

increasing the dataset's variability. By applying techniques such as rotation, flipping, scaling, 

resizing, translation, and noise injection, the researchers aimed to simulate real-world 

variations in the rice leaf images. This augmented dataset enables the model to learn from a 

broader range of examples, allowing it to better handle variations in leaf orientation, size, 

position, and noise. In this particular research, the dataset was expanded to include a total of 

17,000 images. The larger dataset size contributes to a more robust and comprehensive 

training process, enhancing the model's ability to accurately predict and classify diseases in 

rice leaves. By utilizing data augmentation to increase the dataset size, the researchers 

improve the model's performance and its potential applicability in real-world scenarios, 
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ultimately assisting in the early detection and effective management of plant diseases in rice 

cultivation. 

2.3 Annotation of the images 

The next step in the research process involves the annotation of images. Image annotation is a 

crucial task in machine learning, particularly in computer vision, where it involves labeling or 

marking specific objects or regions of interest within an image. In the context of the research 

on plant disease prediction using rice leaf images, annotation plays a vital role in providing 

the necessary ground truth information for training and evaluating the model. During the 

annotation process, each image in the dataset is carefully examined, and the relevant 

information is annotated or labelled according to predefined categories. In the case of rice 

leaf images, annotations typically involve marking the diseased areas or identifying the 

specific disease types present in each image. This annotation process ensures that the model 

learns to associate the visual features and patterns of the marked regions with the 

corresponding disease labels. Annotation can be done manually by human experts who 

possess domain knowledge and expertise in plant diseases. They carefully inspect each 

image, identify the diseased regions, and assign the appropriate disease label. This manual 

annotation process can be time-consuming and labour-intensive, especially when dealing 

with a large dataset like the one mentioned in the research, which consists of 17,000 images. 

However, it is necessary to ensure accurate and reliable annotations for training a robust 

disease prediction model. 

3. Region Convolutional Neural Network 

In the research, Regions with Convolutional Neural Networks (RCNN) is utilized as a 

machine learning approach for plant disease prediction using rice leaf images. RCNN is a 

variant of the Convolutional Neural Network (CNN) architecture that specifically addresses 

the task of object detection within images. It combines the power of deep learning and 

region-based methods to accurately identify and classify regions of interest (ROIs) within an 

image. The RCNN model used in the research consists of several key components. Firstly, a 

region proposal algorithm, such as Selective Search or Edge Boxes, is employed to generate 

potential ROIs within the rice leaf images. These algorithms propose regions that are likely to 

contain objects or regions of interest, in this case, the diseased areas on the leaves. 
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Once the ROIs are generated, the RCNN model performs feature extraction on each proposed 

region. It utilizes a pre-trained CNN model, such as AlexNet or VGGNet, to extract high-

level features from the region. This step is crucial as it enables the model to capture the 

discriminative features and patterns associated with different diseases. The extracted features 

from each region are then fed into a classifier to classify the regions into specific disease 

categories. The classifier can be a traditional machine learning algorithm, such as Support 

Vector Machines (SVM) or k-Nearest Neighbors (k-NN), or even another deep learning 

model. During the training phase, the RCNN model is fine-tuned using the labeled dataset, 

where the ROIs are annotated with their corresponding disease labels. The model learns to 

associate the extracted features with the disease categories, enabling it to accurately predict 

and classify diseased areas within unseen rice leaf images. The RCNN approach offers 

several advantages for plant disease prediction. It leverages the power of deep learning to 

automatically learn discriminative features from the input data, allowing for accurate disease 

identification. Additionally, RCNN's region-based approach enables targeted analysis of 

specific areas of interest within the images, resulting in improved localization and 

classification accuracy. 

In the research article, the proposed architecture of Regions with Convolutional Neural 

Networks (RCNN) is depicted in Figure 2. This architecture combines deep learning and 

region-based methods to effectively predict and classify plant diseases using rice leaf images. 

Let's break down the components and their functionalities in detail.  The first step in the 

RCNN architecture is to train the model on a large dataset of rice leaf images. During 

training, the model learns to identify and classify regions of interest (ROIs) within the 

images. These ROIs correspond to areas where diseases are present. The training process 

involves providing the model with labeled data, indicating which regions contain diseases 

and which regions are disease-free. 

Once trained, the RCNN model takes an input image and generates a set of proposed ROIs 

using a region proposal algorithm. The purpose of this step is to identify potential areas 

within the image that are likely to contain diseases. These proposed ROIs are further 

processed and filtered based on their relevance and significance to disease detection. Next, 

the output from the region proposal stage is fed into a Convolutional Neural Network (CNN). 

The CNN acts as a feature extractor, capturing meaningful and discriminative features from 
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each proposed ROI. This allows the model to extract high-level representations of the disease 

patterns present within the ROIs. 

After feature extraction, the RCNN architecture employs ROI pooling. This step involves 

resizing and aligning the features extracted from the ROIs to a fixed size. The purpose of ROI 

pooling is to ensure that features from different ROIs have the same dimensions, making 

them compatible for further processing. Once the ROI pooling is completed, the RCNN 

architecture splits into two branches: the classifier and the regressor. The classifier analyzes 

the pooled features and assigns a disease category label to each ROI. It classifies the ROIs 

into different disease types based on the learned representations and patterns. 

On the other hand, the regressor branch refines the localization of the disease regions within 

the ROIs. It predicts the bounding boxes that tightly enclose the disease areas, allowing for 

precise localization and segmentation of the affected regions within the rice leaf images. By 

combining the outputs of the classifier and the regressor, the RCNN architecture successfully 

identifies and classifies diseased objects within the rice leaf images. The model's ability to 

accurately predict both the disease type and the precise location of the diseased regions 

contributes to effective disease diagnosis and management. 

 

Fig. 2. Architecture of the proposed system 
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4. Result and discussion 

In the research, activation and visualization techniques are utilized to analyze and interpret 

the results of the developed model. Figure 3 in the research article presents the activation and 

visualization results, providing valuable insights into the model's performance. Activation 

refers to the activation maps or feature maps generated by the model during the forward 

propagation process. These activation maps highlight regions in the input image that are 

highly activated and contribute significantly to the model's decision-making process. By 

visualizing these activations, researchers can gain an understanding of which areas of the 

image the model focuses on when making predictions. 

In the context of the research, the activations shown in Figure 3 highlight the regions 

associated with different rice leaf diseases. For instance, activation (a) represents rice blast, 

while activations (b), (c), and (d) correspond to brown spot, healthy leaves, and Hispa 

disease, respectively. By observing the activation maps, researchers can determine which 

parts of the image contribute most to the model's prediction for each disease class. This 

analysis helps in identifying the specific visual patterns and features that the model utilizes 

for disease recognition. Visualization techniques complement activation maps by providing a 

visual representation of the model's predictions. These techniques can include overlaying 

bounding boxes or heatmaps on the original rice leaf images to indicate the detected disease 

regions or the confidence levels associated with each region. Such visualizations allow 

researchers and stakeholders to visually interpret and validate the model's predictions. 

 

Fig. 3. Visualization and activation result of the proposed approach 
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In the case of Figure 3, visualization (a) corresponds to rice blast, where the bounding box 

highlights the predicted disease region. Visualizations (b), (c), and (d) similarly indicate the 

detected regions for brown spot, healthy leaves, and Hispa disease, respectively. These visual 

representations provide a clearer understanding of the model's performance and its ability to 

identify and localize different disease types within the rice leaf images. 

Figure 4 in the research article displays the outcome of the disease identification process 

using the proposed approach. The results demonstrate the model's ability to identify both 

single and multiple spots present on the rice leaves. The research findings indicate that the 

approach is generally effective in recognizing and distinguishing different types of diseases. 

From Figure 4, it can be observed that the proposed approach successfully identifies single 

spots of diseases, as evident in the images labeled as F and H. In these cases, the model 

accurately identifies the specific disease type present on the leaf. The model's ability to 

identify single spots is crucial for early detection and targeted management of the diseases, 

allowing farmers to take appropriate measures to control the spread of the diseases. 

However, it is worth noting that the proposed approach faces some challenges in certain 

scenarios. In Figure 4, some portions of the Hispa disease (as seen in image E) are not 

correctly identified by the approach. This indicates that there might be instances where the 

model fails to accurately detect and classify specific disease areas, leading to potential 

misdiagnosis or false negatives. Further investigation and refinement of the model could help 

address such limitations and improve its accuracy. Additionally, the research findings 

highlight that the model occasionally encounters confusion due to the similarity between 

certain disease patterns. This can be observed in Figure 4, where the model may struggle to 

distinguish between different diseases that exhibit similar visual characteristics. These 

instances of confusion are expected, as different diseases may share common features, 

making it challenging for the model to differentiate them solely based on visual cues. Fine-

tuning the model or incorporating additional features could potentially enhance its 

discrimination capabilities in such cases. 

Despite these limitations, the proposed approach demonstrates a high level of accuracy in 

identifying healthy leaves and distinguishing them from diseased ones. This is a significant 

achievement as it enables efficient crop monitoring and facilitates the timely implementation 

of appropriate disease management strategies. Accurate identification of healthy leaves is 
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equally important, as it allows farmers to focus their efforts on areas that require intervention, 

maximizing the effectiveness of disease control measures. 

 

Fig. 4 Disease and healthy leaf identified by the proposed approach 

Figure 5 in the research article showcases the testing of the proposed model on real-field 

images. The results demonstrate that the proposed approach is accurate in predicting both 

diseased regions and healthy plant leaves. The model successfully identifies and classifies the 

disease-affected areas, allowing for effective disease diagnosis and intervention in real-world 

agricultural scenarios. This validation on real-field images highlights the robustness and 

practical applicability of the proposed approach, indicating its potential for assisting farmers 

and agronomists in monitoring and managing plant diseases in rice cultivation. 

 

Fig. 5 Identification of the real time images 
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In Figure 6 of the research article, the confusion matrix is presented, which provides a 

comprehensive analysis of the model's accuracy and performance. The confusion matrix 

illustrates the relationship between the predicted disease classes and the actual disease classes 

in a tabular form. The confusion matrix is visualized using colors, where the intensity of the 

color represents the accuracy of the model's predictions. Deeper colors indicate higher 

accuracy, while lighter colors indicate lower accuracy. The diagonal elements of the matrix 

represent the correct predictions, where the predicted disease class matches the actual disease 

class. These diagonal elements reflect the model's ability to accurately classify the different 

diseases.  

The analysis of the off-diagonal elements of the confusion matrix reveals instances where the 

model made incorrect predictions or misclassifications. These misclassifications indicate 

areas of potential improvement and provide valuable insights into the challenges faced by the 

model in accurately identifying certain disease classes. From the research findings, it is 

observed that the brown spot and Hispa are the most common diseases among the dataset 

compared to other diseases. Despite their prevalence, the model demonstrates a high level of 

accuracy in identifying these diseases, with an accuracy rate of 97.34% for brown spot and 

98.99% for Hispa. This indicates that the proposed approach is effective in accurately 

recognizing and classifying these commonly occurring diseases in rice leaf images. 

Furthermore, the model achieves a remarkable accuracy rate of 99% in identifying healthy 

leaves. This high accuracy indicates that the model can reliably distinguish healthy plant 

leaves from diseased ones, enabling farmers and agronomists to confidently assess the overall 

health of rice plants. 

 

Fig. 6. Confusion matrix 
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In the case of rice blast, the model achieves an accuracy rate of 97%. While this accuracy is 

slightly lower compared to brown spot and Hispa, it still demonstrates a significant level of 

performance in identifying this particular disease. The ability to accurately detect and classify 

rice blast is crucial for timely intervention and disease management strategies. Overall, the 

research findings suggest that the proposed approach shows promising results in accurately 

identifying and classifying various diseases in rice leaf images. The high accuracy rates 

achieved for brown spot, Hispa, healthy leaves, and rice blast demonstrate the model's 

effectiveness in disease prediction. However, it is important to consider further investigation 

into misclassifications and potential factors that may contribute to them. Fine-tuning the 

model and exploring additional features or data augmentation techniques could help address 

these misclassifications and enhance the overall accuracy of disease identification. 

Conclusion 

In conclusion, this research presents a comprehensive approach for plant disease prediction in 

rice leaf images using the Regions with Convolutional Neural Networks (RCNN) machine 

learning approach. The proposed model demonstrates promising results in accurately 

identifying and classifying various diseases, including brown spot, Hispa, rice blast, and 

healthy leaves. The dataset used in the research, consisting of 17,000 images, provides a 

robust foundation for training and testing the model. Data augmentation techniques are 

employed to enhance the dataset and improve the model's performance. The annotation of 

images facilitates the training process and ensures the accurate labeling of disease regions. 

The RCNN architecture, as depicted in Figure 2, is designed to efficiently extract features 

from the regions of interest and perform classification and regression tasks. The activation 

and visualization techniques employed in the research aid in understanding the model's 

decision-making process and provide valuable insights into the learned features. The model is 

tested on real-field images, confirming its accuracy in predicting diseases and distinguishing 

healthy plant leaves. The confusion matrix analysis reveals high accuracies for brown spot, 

Hispa, healthy leaves, and rice blast. However, some misclassifications and challenges in 

differentiating visually similar diseases are also observed. Despite these limitations, the 

proposed approach demonstrates significant potential in assisting farmers and agronomists in 

early disease detection and effective disease management strategies. Future research can 

focus on refining the model to address misclassifications, exploring additional features, and 

incorporating advanced techniques such as transfer learning to further improve the accuracy 
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and generalizability of the model. The research contributes to the field of agricultural 

technology by providing a reliable and efficient approach for automated plant disease 

prediction, which has the potential to enhance crop productivity, reduce yield losses, and 

support sustainable farming practices. 
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