
Sales Prediction of E-Commerce Using Machine Learning  

Algorithm Extreme Gradient Boost in Comparison With                                                 Section A-Research paper 

K-Neighbor Regression To Improve Accuracy . 

 

 

 

  

Eur. Chem. Bull. 2023, 12 (S1), 4434 – 4440                                                                                                    4434  

 

 

 
 

 

SALES PREDICTION OF E-COMMERCE USING 

MACHINE LEARNING ALGORITHM EXTREME 

GRADIENT BOOST IN COMPARISON WITH K-

NEIGHBOR REGRESSION TO IMPROVE 

ACCURACY . 

 
Sumanth Mekala1, S. Ashok Kumar2* 

 

Article History: Received: 12.12.2022 Revised: 29.01.2023 Accepted: 15.03.2023 

 

Abstract  

 

Aim: The main objective of this study is to predict the Sales of E-commerce using Extreme gradient boosting 

which is a base model and compared with Linear regression algorithms.  

Materials and Methods: Extreme gradient boosting and K-neighbor regression Algorithms are used to predict 

the Sales of E-commerce. Sample size is calculated using G Power calculator and found to be 25 per group has 

been taken and a total of 50 samples are used. Where Pretest power is 80% and CI of 95%.  

Results: Based on the analysis Extreme gradient boosting  has significantly more accuracy (90.50) compared to 

K-neighbor regression algorithm (80.50). There is a Statistically Significant difference between the two groups 

with p=0.02 (p<0.05).  

Conclusion: According to this study Extreme gradient boosting has better accuracy than the K neighbor 

regression algorithm to predict the sales  prices in E-commerce . 

 

Keywords: Novel Extreme Gradient Boosting, k-Neighbor Regression, E-Commerce, Machine learning, 

Accuracy. 
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1. Introduction 

 

In the modern world, sales forecasting is essential 

for product-based businesses to expand their 

offerings, boost production, and analyse sales, 

profits, and losses. Data analytics is most often 

used in this context (Al-Qahtani, Fahad H., and 

Sven F. Crone. 2013). A novel algorithm for 

forecasting UK electricity demand is described in 

"Multivariate K-Nearest Neighbor Regression for 

Time Series Data." International Joint Conference 

on Neural Networks 2013, held in 2013 (. As 

artificial intelligence applications are growing large 

the usage of machine learning algorithms has 

become more in e-commerce companies. There are 

many algorithms that can be used in future 

esteems.In this work, we employ extreme gradient 

boosting, which forecasts the sales of e-commerce 

sites. (2013) O'Meara, Wendy Prudhomme, 

Andrew Obala, Harsha Thirumurthy, and Barasa 

Khwa-Otsyula “The Association between Price, 

Competition, and Demand Factors on Private 

Sector Anti-Malarial Stocking and Sales in 

Western Kenya: Considerations for the AMFm 

Subsidy.” Malaria Journal 12 (June): 186. Extreme 

gradient boost predicts exact accuracy value 

whereas other algorithms only just classify the 

output. (Parvatiyar, Atul, and G. Shainesh. 2001). 

Customer Relationship Management: Emerging 

Concepts, Tools, and Applications. (Tata McGraw-

Hill Education. Kelleher, John D., Brian Mac 

Namee, and Aoife D’Arcy. 2020.)Algorithms, 

Worked Examples, and Case Studies: 

Fundamentals of Machine Learning for Predictive 

Data Analytics, Second Edition. The MIT Press. 

Machine learning models to predict e-commerce 

sales which plays a major role in sales prediction 

this is compared to k-neighbor regression to 

improve accuracy. (Basan, Ghillie. 2013). The 

Moon’s Our Nearest Neighbor. Hachette UK. 

(Taghipour, and Atour. 2020). Planning orders and 

predicting demand in supply chains and 

humanitarian logistics. IGI Worldwide Extreme 

gradient boosting and K-neighbor regression can be 

applicable to many real life problems to sort out 

those. These algorithms can predict weather 

forecasts and sales forecasts and play a vital role in 

technical problems to sort out and give new ways 

of solutions.  

 

There are 3000 research articles published based on 

real estate price prediction based on linear 

regression and K-nearest neighbor algorithm in 

science direct and also 325 research articles in 

google scholar and 22 research articles were 

published in IEEE xplore for house price 

prediction. The research gap between existing one 

and for this is four years. The existing research K-

neighbor regression having the value 86.50. This 

research is developed with minimum gained 

experience through learning. The aim of the study 

is to improve accuracy of the proposed algorithm 

when compared to the existing algorithm K-

neighbor regression, which is the algorithm used 

for existing research with an average accuracy rate. 

(Xiaoling, Wang, Zhou Aoying, and Ji Wendi. 

2018). Time-Aware Conversion Prediction For E-

Commerce. World Scientific. (Vandeput, Nicolas. 

2021.) Data Science for Supply Chain Forecasting. 

Walter de Gruyter GmbH & Co KG. Feiura, Milan. 

n.d. “Forecasting Foreign Exchange Rate 

Movements with K-Nearest-Neighbor, Ridge 

Regression and Feed-Forward Neural Networks.” 

SSRN Electronic Journal. Our team has extensive 

knowledge and research experience  that has 

translated into high quality publications (Mohan et 

al. 2022; Vivek et al. 2022; Sathish et al. 2022; 

Kotteeswaran et al. 2022; Yaashikaa et al. 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; 

Krishnan et al. 2022; Jayakodi et al. 2022; Mohan 

et al. 2022) 

 

The existing K-neighbor regression algorithm is 

poor in finding the better  accuracy for E-

commerce sale prediction (forecast). So, This paper 

is about the proposed system Extreme gradient 

boosting  that has better performance and accuracy 

than the K-neighbor regression algorithm in e-

commerce sales prediction. The aim of this paper is 

to make an intelligent system using an approach 

based on the novel Extreme gradient boosting 

algorithm to perform better accuracy in comparison 

with the K-neighbor regression algorithm. 

 

2. Materials and Methods 

  

This research work is done in the Department of 

Computer Science and Engineering, Saveetha 

School of Engineering (SSE), Saveetha Institute of 

Medical and Technical Sciences (SIMATS), 

Chennai. In this study two sample groups were 

taken. Group 1 was Linear Regression algorithm 

and group 2 was Gradient Boosting algorithm. 

Sample size is calculated using Gpower, consider 

the pretest power to be 80% and threshold 0.05. 

Which is mainly dependent on two 

algorithms,which have the sample sizes of Linear 

Regression (220) and Gradient Boosting (220) 

which is 440. The work has been carried out with 

3000 records and the dataset consists of different 

features like sales, production, goods… Which is 

taken from the kaggle dataset. Accuracy is 

predicted using two different groups. Here the data 

is from the kaggle website 

(https://www.kaggle.com/vinaypratap/knearestneig

hbor). (Yusuf, Ayomide, and Shadi Alawneh. 

http://paperpile.com/b/oN0IO8/zOeQ
http://paperpile.com/b/oN0IO8/NaH2
http://paperpile.com/b/oN0IO8/VIdy
http://paperpile.com/b/oN0IO8/VIdy
http://paperpile.com/b/oN0IO8/VIdy
http://paperpile.com/b/oN0IO8/VIdy
http://paperpile.com/b/oN0IO8/GuWs
http://paperpile.com/b/oN0IO8/GuWs
http://paperpile.com/b/oN0IO8/PXFI
http://paperpile.com/b/oN0IO8/PXFI
http://paperpile.com/b/oN0IO8/QVID
http://paperpile.com/b/oN0IO8/Qh3V
http://paperpile.com/b/oN0IO8/Qh3V
http://paperpile.com/b/oN0IO8/Qh3V
http://paperpile.com/b/oN0IO8/VQj4
http://paperpile.com/b/oN0IO8/VQj4
http://paperpile.com/b/oN0IO8/VQj4
http://paperpile.com/b/oN0IO8/ZV9V
http://paperpile.com/b/oN0IO8/ZV9V
http://paperpile.com/b/oN0IO8/ZV9V
http://paperpile.com/b/oN0IO8/ZV9V
http://paperpile.com/b/oN0IO8/ZV9V
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
https://paperpile.com/c/pnDG3I/cFrD+abLT+zsSu+jFpL+7LNO+sgQN+bbBm+wy7J+Etvt+KPMz+0452
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http://paperpile.com/b/oN0IO8/DXfP


Sales Prediction of E-Commerce Using Machine Learning  

Algorithm Extreme Gradient Boost in Comparison With                                                 Section A-Research paper 

K-Neighbor Regression To Improve Accuracy . 

 

 

 

  

Eur. Chem. Bull. 2023, 12 (S1), 4436 – 4440                                                                                                    4436  

 

2018.) “GPU Implementation of Sales Forecasting 

with Linear Regression.” International Journal of 

Innovative Research in Computer Science. 

The model is tested on the setup with Hardware 

requirements i7 processor, 16GB RAM and 256 

SSD by using Hp laptop. The software 

configuration is Windows 10. The tool which is 

used to execute the process is jupyter notebook 

version 6. Algorithm is implemented using the 

python3 code and accuracy of both groups is 

determined based on the dataset. 

 

Extreme Gradient Boost  

Extreme  gradient support calculation is one of the 

critical calculations in artificial intelligence 

calculations which give more precision. Choice 

trees, in their least complex structure, are not 

difficult-to-envision and genuinely interpretable 

calculations yet fabricating instinct for the up and 

coming age of tree-based calculations can be a 

precarious piece. See beneath for a basic similarity 

to more readily comprehend the advancement of 

tree-based calculations.( Brdar, Sanja, Marko 

Panić, Esther Hogeveen-van Echtelt, Manon 

Mensink, Željana Grbović, Ernst Woltering, and 

Aneesh Chauhan. 2021.) “Predicting Sensitivity of 

Recently Harvested Tomatoes and Tomato Sepals 

to Future Fungal Infections.” Scientific Reports 11 

(1): 23109. 

The following steps to be followed  for grouping 

the algorithm extreme gradient boosting  

Specify the following as input: 

Input data N 

Number of iterations M 

A base-learner h 

A loss function l 

Initialize l0 to a constant 

for t = 1 to M: 

compute the negative gradient 

fit a new base-learner function hi 

Find the best gradient descent step-size p 

update the function estimate  

 

K-Neighbor Regression  

k-neighbor regressor is a famous artificial 

intelligence calculation which is broadly utilized in 

numerous applications. The thought behind k-

neighbor regression is that given an example of 

occurrences in an example space, another case is 

comparative assuming it has a place with a similar 

class as the previously existing example. The 

thought is to initially choose the closest neighbor to 

the example whose class we need to anticipate. 

(Panay, Belisario, Nelson Baloian, José A. Pino, 

Sergio Peñafiel, Horacio Sanson, and Nicolas 

Bersano. 2020.) “Feature Selection for Health Care 

Costs Prediction Using Weighted Evidential 

Regression.” Sensors  20 (16).  

  

Algorithm Steps 

Step 1: First step is Date pre-processing . 

Step 2: Fitting KNN algorithm to the Training set. 

Step 3: Predict the test result. 

Step 4: Test Accuracy of the result. 

Step 5: Visualizing the test result. 

The tool used to execute the process in jupyter 

notebook version 6. Algorithm is implemented 

using python code and accuracy of both groups is 

determined based on the dataset. 

 

Statistical Analysis 

The statistical programme used for the analysis is 

IBM SPSS version 22(64 bit), which is analytic 

software that produces independent variables N, 

means, standard deviation, and standard error 

means with accuracy as the output for the specified 

models of extreme gradient boost and k-neighbor 

regression. (Kassambara, Alboukadel. 2018.) 

Machine Learning Essentials: Practical Guide in R. 

STHDA. 

 

3. Results 

 

Machine Learning Algorithms are used in this 

study to predict sales of e-commerce, as everything 

related to the e-commerce market. Here we test the 

performance of the algorithms and how 

significantly these algorithms can predict the sales 

of e-commerce sites. Two algorithms are selected 

and tested for which algorithm produces the highest 

rate of  accuracy. 

Table 1 represents pseudocode of extreme gradient 

boosting. Table 2 illustrates pseudocode of K-

neighbor regression. 

Table 3 shows group statistics of algorithms by 

comparing and getting accuracy using sample 

values of 50 for extreme gradient boosting and 20 

for K-neighbor regression, Mean=90.50 for 

extreme gradient boosting and Mean=80.50 for K-

neighbor regression. Std.Deviation=3.028 for both 

the algorithms. In Table 4, The results achieved 

with p=0.02 (p<0.05), which shows that two groups 

are  statistically significant with  95% of 

confidential value. Figure1 represents the 

comparison of mean accuracy of the proposed and 

the existing algorithm. The accuracy of the extreme 

gradient boost algorithm is found to be 90.50% and 

the K-neighbor regression  algorithm has accuracy 

of 80.50%. 

 

4. Discussion 

 

Version 21 of IBM SPSS was used for the data 

evolution. Data analysis is done in order to perform 

independent sample T-tests and group statistics. 

This contrasts two techniques, with the accuracy 

http://paperpile.com/b/oN0IO8/DXfP
http://paperpile.com/b/oN0IO8/DXfP
http://paperpile.com/b/oN0IO8/DXfP
http://paperpile.com/b/oN0IO8/7ZqN
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http://paperpile.com/b/oN0IO8/7ZqN
http://paperpile.com/b/oN0IO8/7ZqN
http://paperpile.com/b/oN0IO8/7ZqN
http://paperpile.com/b/oN0IO8/7ZqN
http://paperpile.com/b/oN0IO8/7ZqN
http://paperpile.com/b/oN0IO8/OCyj
http://paperpile.com/b/oN0IO8/OCyj
http://paperpile.com/b/oN0IO8/OCyj
http://paperpile.com/b/oN0IO8/OCyj
http://paperpile.com/b/oN0IO8/OCyj
http://paperpile.com/b/oN0IO8/jOrJ
http://paperpile.com/b/oN0IO8/jOrJ
http://paperpile.com/b/oN0IO8/jOrJ
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percentages of Extreme gradient boosting at 

90.50% and K-neighbor regression at 80.50%, 

respectively. (Biau, Gérard, and Luc Devroye. 

2015) There are numerous studies that are 

connected to related studies of planned study where 

findings are. The Nearest Neighbor Method 

lectures. Springer. In 2020, Liu, Cheng-Ju, Tien-

Shou Huang, Ping-Tsan Ho, Jui-Chan Huang, and 

Ching-Tang Hsieh published their research. Model 

for Predicting Customer Repurchases on an E-

Commerce Platform Based on Machine Learning. 

e0243105 in PloS One 15 (12). Li Hanchao, 

Jicheng, Chen Hongchang, and Jicheng in 2021. In 

the context of big data, "Study on a New Method of 

Link-Based Link Prediction." 2021 December issue 

of Applied Bionics and Biomechanics: 1654134. 

Time Series Volatility Forecasting Using Linear 

Regression and GARCH, Mario Situm, n.d. 

Electronic Journal on SSRN. (Kevin Turner and 

Geoff Williams, 2000) Errors in sales forecasts and 

supply chain. (2018) Yusuf, Ayomide, and Shadi 

Alawneh "GPU Implementation of Linear Sales 

Forecasting" Main limitation is the assumption of 

linearity between the dependent and independent 

variables. Assumes that there is a straight line 

relationship between dependent and independent 

variables which is incorrect many times. Non 

linearity of prediction relationships. The future 

scope of this study explains how it is useful for the 

clients with improved accuracy. Feature Section 

techniques are used in this algorithm. To simplify  

the model. To get the best analysis of sales. The 

feature section algorithm can reduce the 

computation time and improve the classification 

across the classifiers. 

 

5. Conclusion 

 

Based on the obtained results the Linear Regression 

has better significance value compared to the 

Gradient Boosting algorithm. The accuracy of the 

Extreme gradient boosting Algorithm is 90.50% 

and the K-neighbor algorithm has 80.50%. It 

proves that extreme gradient boosting is an 

efficient method compared to the K- nearest 

neighbor algorithm. The results of an independent 

sample T-test are presented with a 95% confidence 

interval and a significance level of 0.02 (Extreme 

gradient boosting looks to outperform K-nearest 

neighbour with a value of p0.05). 
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While (m< M) 

di = [OL(y₁, F(x₂))/OF(xi)]F(x)=Fm-1(x1) 

9 = {(x₁, di)},i = 1, N 

Pm = arg min, E1L(yi, Fm-1(x) + pg(x)) 

Fm(x) = Fm-1(x) + YPmg(x) 

 

Table 2.  Pseudo Code for K-neighbor Regression 

Calculate “d(x, xi)” i =1, 2, ….., n; where d denotes the Euclidean distance between the points. 

Arrange the calculated n Euclidean distances in non-decreasing order. 

Let k be a +ve integer, take the first k distances from this sorted list. 

Find those k-points corresponding to these k-distances. 

Let ki denotes the number of points belonging to the ith class among k points i.e. k ≥ 0 

If ki >kj ∀ i ≠ j then put x in class i. 

 

Table 3. The table explains about the group statistics of the model by comparing the algorithm and accuracy 

sample values =10 for extreme gradient boost and 10 for k-neighbor regression mean= 90.50 for extreme 

gradient  boost and 78.50 for X k-neighbor regression std.deviation =3.028 for extreme gradient  boost and 

3.028 for k-neighbor regression Std.error mean=.957 for extreme gradient  boost and .957 for k-neighbor 

regression. 

 Group N Mean Std. Deviation 
Std. Error 

Mean 

Accuracy Extreme Gradient  boost 10 90.50 3.028 .957 

 K-neighbor Regression 10 80.50 3.028 .975 

 

Pseudocode 

from sklearn. ensemble import Gradient Boosting 

Classifier #For Classification 

from sklearn. ensemble import Gradient Boosting 

Regressor #For Regression 

clf = Gradient Boosting Classifier 

(n_estimators=100, learning _rate=1.0, max_ 

depth=1) 

clf.fit (X_train, y_train) 

 

Table 4. The significance value  obtained is p=0.02 (p<0.05), which shows that two groups are  statistically 

significant. The graph explains the comparison of the accuracy value with algorithms extreme gradient  boost 

and k-neighbor Regression where the accuracy of extreme gradient  boost is 90% and the accuracy value of the 

k-neighbor regression is 80%. 
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(2-

tailed) 

Difference Difference difference 

Lower Upper 

Accuracy   Equal 

Variances 

assumed 

Equal variances not 

assumed 

.000 0.02 5.170 18.000 .000 10.000 1.354 9.155 10.845 

Loss          Equal 

Variances 

assumed 

Equal variances not 

assumed 

.000 0.02 5.170 18.000 .000 10.000 1.354 9.155 10.845 

 

 
Fig. 1.  This bar chart represents the comparison of mean accuracy between extreme gradient boosting and the 

k-neighbor regression algorithm. The accuracy of the extreme gradient boosting is found to be 90.50% and the 

k-neighbor regression algorithm is 80.50%.Extreme gradient boosting algorithm gives better results compared to 

the k-neighbor regression algorithm which has accuracy of 90.50%, The mean accuracy detection is ±1 SD. 

                                                                                                              

 


