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Abstract 

 

Data Mining is one of the most important tools in discovering and analyzing knowledge from the 

data. Association Rule Mining is one technique of data mining. Many algorithms are used for mining 

association rules. The main disadvantage of using classical approaches for frequent pattern mining is 

that these are time consuming and the rules generated from these are not interesting and strong. The 

research aims to overcome the above shortcomings. To generate association rules, Apriori algorithm 

is combined with genetic algorithm. Genetic algorithm is applied on the frequent patterns which are 

obtained by the Apriori algorithm. Lift measure is used to measure the correlation in itemsets i.e. 

whether they are correlated negatively, positively or are independent of each other. The rules having a 

lift value greater than one are considered as having a positive dependence. Lift measure helps the 

users to discover their choice of rules. The use of lift parameter has reduced the number of rules 

generated and also reduced the time required. 
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1. Introduction 

 

Data mining is the process to extract 

knowledge from large amounts of data [1]. “It 

is a collection of techniques for efficient 

automated discovery of previously unknown, 

valid, novel, useful and understandable 

patterns in large databases “[2]. “Data mining 

is the non trivial process that automatically 

collects the useful hidden information from 

the data and is taken on as forms of rule, 

concept, pattern and so on [3]. To find 

frequent patterns, Association rule mining is 

used. Traditional approaches used for 

frequent pattern mining are time consuming 

and the rules generated are less interesting. 

These problems can be reduced by combining 

Apriori algorithm with genetic algorithm. In 

this paper, Apriori and genetic algorithm are 

used on 1984 United States Congressional 

Voting Records dataset [4] for evaluation and 

the proposed algorithm is implemented in 

MATLAB. 

 

Association rule mining has been widely used 

in last few decades. Association rules are used 

to identify and represent dependencies in data 

[5]. The main objective is to find sets of 

attributes that occur together frequently to find 

comprehensive rules that are able to explain 

the relationship among attributes [6]. 

Association rules are generally used to find 

the relationship between the attributes and 

transactions which are part of a system. These 

rules help in decision making. An association 

rule is an implication of the form A=>C, 

where A, C belongs to itemset and A∩C=∅. A 

is antecedent and C is called consequent of the 

rule respectively. The classical approaches 

used are Apriori, FP- Growth, ECLAT etc. 

which have some shortcomings like these are 

relatively time consuming and inefficient. So 

there is always a need to improve the 

performance related issues and to enhance the 

efficiency. 

 

Genetic Algorithms (GA) are search 

algorithms based on natural genetics that 

provide robust search capabilities in complex 

spaces, and thereby offer a valid approach to 

problems requiring efficient and effective 

search processes [7]. Genetic algorithms were 

first introduced by John Holland [7]. He 

defined Genetic Algorithm as a process of 

travelling between the populations i.e. to pass 

from one population to other population. 

Populations are made up of chromosomes. 

Many steps are carried out like selection, 

crossover, mutation and inversion [7, 8]. 

 

2. Literature Review 

 

Aggarwal et al. [9] used buffer management 

and pruning techniques to generate all 

significant association rules. Han et al. [10] 

discussed about the current status of the 

frequent pattern mining and all the future 

directions of the data mining. Le and Ong [6] 

presented an approach for extracting 

knowledge on search dynamics of binary GA. 

Ghosh, and Nath [11] used Pareto based 

Genetic Algorithm for extracting useful and 

interesting rules using support count, 

comprehensibility and interestingness as 

multiple objectives. Fidelis et al. [12] 

proposed a GA based classification algorithm 

which discovered comprehensible if-then-else 

rules using flexible chromosome encoding 

where each chromosome represented a 

classification rule. Alcala-Fdez et al. [13] 

studied three method of generating association 

rules using genetic algorithms for extraction 

of quantitative association rules. Vaani and 

Ramaraj [14] discussed about the Apriori 

algorithm using multiple minimum supports to 

mine offer interesting rules. Wakabi- Waiswa 

et al. [15] designed an algorithm using a 

combination of genetic algorithm and a 

modified Apriori algorithm which yielded fast 

results. Martinez et al.[16] used principal 

component analysis to reduce the number of 

features and reported improvement as 

compared to when principal component 

analysis is not used. Ghosh et al. [17] 

discussed the advantages of using GA in the 

extracting frequent itemets. 

 

3. Methodology 

 

The 1984 United States Congressional Voting 

Records Dataset is used for evaluation [4]. 

This data set includes votes for each of the 

U.S. House of Representatives Congressmen 

on the 16 key votes identified by the CQA. 

The workflow of proposed algorithm is as 

follows: 

a. Load a dataset in the system which fits in 

the memory, 

b. Generate the frequent itemsets using 

Apriori algorithm, 
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c. Encode the generated item sets in binary 

form by using encoding scheme, 

d. Apply genetic algorithm to mine 

association rules using ranks assigned 

using non-dominance property. 

e. Calculate the efficiency of the proposed 

approach. 

 

Many parameters are used to evaluate the 

rules generated. In this work the parameters 

used are lift, confidence and support. The 

formulas for the same are given below: 

 

 
 

In classical association rule mining rules with 

higher support and confidence values are 

discovered. A rule is said to be strong if its 

support and confidence is greater than the user 

defined threshold value. But this is not always 

true as the confidence value can be high even 

if the items do not depend on each other. So to 

find rules having positive correlation between 

item sets, lift measure is used which is derived 

by the given formula: 

 

𝑙𝑖𝑓𝑡 =       support(A → C)       
[18]

 

 

support(A)∗suppord (C) 

 

Lift interestingness measure defines the 

number of transactions that contain the items 

used to find interesting patterns [18]. The lift 

of the rule is used to relate the frequency of 

co-occurrence i.e. the confidence to the 

expected frequency of co-occurrence i.e. 

expected confidence under the assumption of 

conditional independence. The lift values can 

be 1, greater than 1 or smaller than 1 

indicating no correlation, a positive correlation 

or a negative correlation respectively. 

 

4. Results & Discussion 

 

The proposed work had been carried out using 

MATLAB. Initially population is taken 20. 

The probability of mutation (pm) is taken 0.5. 

The numbers of rules generated are analyzed 

on the lift parameter for the strength 

evaluation. Table 1 is evaluated by keeping 

the support constant. 

 

It can be concluded from table 1 that when 

support is kept constant and confidence is 

gradually increased, number of rules gets 

decreased. Time required to generate rules is 

also decreased. From table 2 it is clear that 

when value of support is increased with 

confidence kept constant, lesser rules are 

generated. The time it takes to mine these 

rules also start decreasing. It can be seen from 

the table that on a support value 0.4988, only 

three rules are generated. On decreasing 

support to 0.3508 the number of rules 

increased to 679. 

 

Minimum Support 

(threshold) 

Number of rules 

generated 

Total time taken 

(in seconds) 
 

0.2567 12231 260.306  

.2800 5378 121.324  

.3311 1105 22.610  

.3508 679 16.838  

.4988 3 2.973  

TABLE 1(When support is kept constant=.2988) 

 



Section A-Research paper Frequent Pattern Mining Using Genetic Algorithm 

 

 

Eur. Chem. Bull. 2023, 12 (6), 1898 –1904                                                                          1901  

TABLE 2 (When confidence is kept constant = 0.9) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: When Support is constant and Confidence is 0.8 and above 

Figure 2: When Confidence is constant and Support is 0.2567 and above 

 

Minimum confidence No. of rules generated 
Total time taken 

(in seconds) 

0.6 8103 84.687 

0.7 7335 80.331 

0.8 5626 66.235 

0.9 2942 54.059 

1.0 110 45.547 
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Rules generated 
Figure 3: Accuracy and number of rules generated when Support =0.2988 

 

 
4: Accuracy and number of rules generated when Confidence =0.9 

 

It can be seen that when support is kept 

constant and confidence is increased, the 

relative accuracy starts increasing but at some 

point it drops by some percentage. But as we 

kept on increasing the confidence, the 

accuracy again starts increasing. Accuracy 

fluctuates between 65 percent and 73 percent. 

The scale taken for accuracy is [0, 1]. It is 

easily analyzed that when confidence is kept 

constant the accuracy initially decreases when 

we increase the support but it then starts 

increasing gradually. Numbers of rules 

generated are comparatively low when 

support is high. The accuracy fluctuates 

between 70 percent and 80 percent. The scale 

taken for accuracy is [0, 1]. 

 

On applying the described approach different 

results are obtained. It can be observed that 

increase in confidence or support keeping the 

other constant criteria results in the reduction 

of number of rules. But the rules generated are 

interesting which is measured using the value 

of lift. 

 

Some of the rules which are discovered are as 

follows: 

 

R1: {E1 Salvador=Yes, Budget 

Resolution=No, Mx Missile= No} => 

{Republican}i.e. 

 

Lift= 2.36. As the value of the lift parameter 

for this rule is high it is clear that the rule is 

quite strong. R2: {E1 Salvador= No, Budget 

Resolution=Yes, Mx Missile= Yes} => 

{Democrat} 

Lift=1.59. 
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R3: {Physician Fee Freeze=No, Right to 

Sue=No, Crime=No} => {Democrat} 

 

Lift 1.65 .As the value of the lift parameter for 

these rules is below 2 which is not very high, 

it implies that the rule generated is an average 

rule. 

 

It can be seen from above that sometimes the 

rules are accurately defined but these are not 

interesting enough to be taken into 

consideration. Also if large number of rules 

are discovered, it becomes difficult to interpret 

the rules and time taken is also more. So using 

the value of lift can help user to mine those 

rules which are more useful and interesting for 

the user and hence reducing the time taken. 

 

Hussein et al [19] reported better performance 

on data provided by applied science university 

by applying association rule mining and using 

lift parameter for analysis of rules led to 

generation of only those rules in which user 

was interested. Deora et al [20] concluded 

that on large datasets lift achieved a better 

reduction in number of rules was done by lift 

parameter. Montella [21] used association rule 

mining on accident data to mine contributory 

factors for crash and the relationships between 

them. Ordonez [22] used association rule 

mining on heart disease dataset to find factors 

responsible for heart disease and lift parameter 

was used by the author to prune rule set and 

also to check which attribute was more linked 

to presence or absence of disease. Ordonez et 

al [23] reported that lift helps selecting rules 

with high predictive power and is used in 

conjunction with confidence to evaluate the 

significance of discovered rules on heart 

disease dataset collected patients admitted to 

hospital . 

 

5. Conclusion 

 

From this work it can be concluded that the 

approach which is described is better in terms 

of time and rules generated. A problem with 

this approach is that accuracy is not too high, 

so in future accuracy can be improved with 

the help of better fitness function. This 

approach can be extended by taking other 

parameters into account to check whether rule 

is strong or interesting. The efficiency of this 

approach can be measured on other datasets. 

Other criteria’s can also be implemented to 

increase rule comprehensibility. This 

technique can be combined with other 

techniques to give better results. 
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