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Abstract 

NLP is considered one of the most important areas of application in the artificial 

intelligence field. Natural languages are used to communicate with each other in the most 

common way. In a connected world, it is important to automate the translation from one 

language to another. Though, it is challenging to know all the languages. Therefore, it is 

necessary to translate one language into another through the translation process. When this 

t   s  t    p   ess t kes p   e t               e,  t  s     ed “      e T   s  t   ” ( T)  

MT is an advanced method of translation through a computer system. All MT processes face 

the challenge of various types of ambiguities. Ambiguity is an open challenge in the process 

of machine translation from the source language to target language. Here, we have addressed 

the most prominent NLP application, i.e. Machine Translation (MT). The most challenging 

issue in machine translation is the presence of various kinds of ambiguities, like lexical, 

syntactic, semantic, pragmatic and part-of-speech ambiguities. These ambiguities can be 

found at different levels of the translation process. In this paper, we have explained each type 

of ambiguity with examples with special focus on the English-to-Sanskrit translation. We 

have also discussed the significant approaches to solve the ambiguity challenges. Keywords: 

Ambiguity, Artificial Intelligence, Natural Language Processing, Part-of-Speech ambiguity, 

Word Sense Disambiguation 
 

1. Introduction 

Language is a phenomenon and a 

component that unites different 

communities as well as a means of 

transferring feelings and concepts that 

people try to pass on [1]. India is a 

multilingual country with only 

approximately three percent of the 

population understanding English [2]. 

Translation is one of the most fundamental, 

important, and sufficient ways in the 

advancement of civilization. Machine 

Translation (MT) plays an important role in 

NLP applications. MT is the process in which 

automatic translation takes place with the 

help of computers. MT is an important aspect 

of society. By using the MT process the 

social concepts can be transferred between 

two languages with the help of computers. 

Few barriers occur during this translation 

process. Ambiguity is one of them. MT is the 

automatic translation of the text from a 
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source language (SL) to the text in the 

target language (TL) without any human 

intervention. The translation process is 

shown in Fig. 1. 

 
Figure 1: Machine Translation Process 

 

The primary goal of the MT process 

is to achieve an error-free translation, but it 

is more difficult to achieve a hundred-

percent high-quality translation. The reason 

for incorrect translation is due to the 

presence of some stylistic and structural 

differences among languages. These 

stylistic and structural differences are of 

different types, like those due to word sense, 

word order, idioms, pronoun resolution, and 

ambiguity. The Structural and stylistic 

differences among various languages is 

shown in Fig. 2. 

 
Figure 2: Structural and stylistic differences 

among languages 

 

 

Each stylistic and structural difference exists among almost all the languages. Detailed 

explanation of each difference is shown in Table 1 with respect to the English language. 

 

Table 1: Detailed Explanation of Structural and Stylistic differences occurring during MT 

Processes 

S. 

No. 
Problem Description Example 

1. 

W
o
rd

 O
rd

er
 

The order of words varies from 

language to language, and this makes 

the translation more difficult. For 

example, we can see that, in the 

English language, the words are 

arranged in subject-verb-object order, 

while in Sanskrit, the sentences follow 

the subject-object-verb order. 

English sentences follow S-V-O order 

while some target languages like 

Sanskrit language follow S-O-V 

order. 

1. Ram (S) plays (V) cricket (O). 

(English sentence) 

2. रामः (S) कन्दकुम(्O) क्रीडति (V) 

(Sanskrit sentence) 

2. 

W
o
rd

 S
en

se
 

The sense of a word in one language 

can be translated into a different sense 

in the target language. This issue can 

create a big problem for the selection 

of senses in the target language. 

I  t e se te  e “This is a deep and 

dry well.” W e  we t   s  te t e 

w  d “well” f         s  t  S  sk  t, 

language, then well has three senses: 

1. सम्यक्” (        d    s t sf  t    

way) 

2. “अभुग्न” (f ee f    d se se) 

3. “कूप  ” (  deep    e f     f w te  
or oil) 

Therefore, when we translate from 

English-to-Sanskrit, then it is 

problematic to select the best sense 

from the available list of the senses. 

3. 

P
ro

n
o
u
n
 

R
es

o
lu

ti
o
n
 

A correct resolution of pronominal 

reference is essential for accurate 

translation. Pronominal reference 

means an entity discussed previously 

Consider t e se te  e “Sita got good 

marks in examinations. She is very 

happy.” 

In this sentence she is linked with 
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will be linked to another textual part of 

the document. 

Sita. 

4. 

Id
io

m
s A sentence that contains the idioms 

does not have direct meaning. Idioms 

can be replaced by words in the target 

language. 

Consider the idiom 

“Cut to the chase.” 

I  t e se te  e  s “briefly explain the 

point, or you are wasting the time. 

So hurry up and tell me exactly 

what you are thinking”  

This phrase cannot be directly 

translated. 

5. 

A
m

b
ig

u
it

y
 

The words that have more than one 

meaning in the target language are 

    ed “   t f   t      w  ds    

  b     s w  ds”,   d t e p  b e   s 

    ed t e “  b    t  p  b e  ” 

During translation process it is 

necessary to eliminate this problem. 

I  t e se te  e “The bank is next to 

my school.” 

I  t  s se te  e, “bank” is an 

ambiguous word and when we 

translate it into the Sanskrit language, 

then it has necessary to solve this 

problem because it has two meanings 

exists in the Sanskrit language, i.e. 

“वित्िकोषः”   d “नदीिीर: ” 

 

There are lots of words present in 

almost all natural languages that have 

different meanings in various context. 

Words having multiple meanings are 

referred to as multifunctional words or 

ambiguous words and this phenomenon is 

known as ambiguity. Ambiguity is a multi-

branched and complicated concept [3].  

Organization of the Paper 

This paper is organized as follows: In 

section 2, the review of literatures on 

various types of ambiguities and WSD are 

discussed. In section 3, we have explained 

and covered the various ambiguity 

     e  es   d  t’s         s         e  I  

next section, section 4 we have suggested 

discussed Word Sense Disambiguation and 

its various supervised, unsupervised and 

knowledge-based approaches. In Section 5, 

finally, we've covered the study's 

conclusion and its direction for future. 

2. Review of Literatures 

 WSD has been covered widely across 

the globe. Coverage includes various 

languages, including foreign and 

Indian languages.   On the basis of the 

worked techniques, there are many 

sources of data sets proposed for the 

WSD disambiguation processes [4]. 

Analysis on the various literatures 

have been done related to the WSD 

process and methods. Many algorithms 

and approaches have been reported to 

be used. The findings are as below: 

 In the Bayesian framework, a new 

algorithm is given and named as novel 

context clustering approach. The 

similarity between context pairings is 

the foundation of this algorithm. The 

developed model is trained by using the 

heterogeneous features that will reflect 

the probability distribution of context 

pair similarity [5]. 

 The Naïve Bayesian approach is a 

highly-featured approach in supervised 

learning. For selecting the ideal set of 

features, a selection technique named 

forward-sequential is used. This 

technique gives higher accuracy. 

Training data as well as testing data, 

might be tested to see the result and 

found that it is beneficial or not [6]. 

 Hybrid method is adopted for 

enhancing the performance and it is 

compared with the supervised and 

unsupervised techniques. They 

presented that the results of 

unsupervised, supervised and hybrid 

methods were sixty-three percent, 

seventy-six percent, and eighty percent, 

respectively. As a result, they conclude 

that a hybrid strategy improves 

accuracy. They said that the hybrid 
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method gives hundred percent 

accurate results if the ambiguous 

word is correctly disambiguated [7]. 

 In recent years, the most popular 

disambiguation technique is corpus-

based technique. In this method, each 

word needs to be tagged, and these 

tagged words are used for the WSD. 

This approach is called as a 

supervised approach. This set of 

tagged texts is working as a training 

data set and helps to disambiguate the 

new test data. [8]. A variety of 

famous and well-known information-

based techniques have been 

implemented to disambiguate word 

meanings. We've covered some 

commonly monitored WSD 

techniques here.  

 A decision tree is used to assign a 

sense to an ambiguous word based on 

the bigram model. In this model the 

words can occur adjacent to each 

other [9].  

 Various algorithms of supervised 

approaches were suggested in which 

class-based comparison has been 

used.  Three different word related 

scores are: WordNet hypernym 

relations, classes of word similarity 

based on the clusters, and analysis of 

dictionary definitions.  These scores 

are working for the collocation of the 

WorldNet [10].  

 The IMS (It Makes Sense) uses the 

Support Vector Machines (SVM) 

classifiers. In this method the 

following characteristics are taken as 

features: Neighbor words, POS, and 

collocation of neighbor words [11].  

 The decision tree procedure is the 

most widely used supervised WSD 

algorithm. This algorithm is used by 

many researchers. In this method, the 

data set is partitioned into the training 

data set and the testing data set. This 

partition takes place recursively. 

Classification rules are represented in 

the form of a tree called decision 

trees. In this decision tree the sense of 

any word is indicated by each leaf 

node [12].   

 Word Embeddings are used by 

various researchers. A new semi-

supervised method for WSD is 

proposed [13, 14]. Sense tagged data 

are automatically obtained from the 

English dictionary and the English 

dictionary contains one million sense 

tagged instances. 

 A different supervised approach has 

been suggested. In this approach the 

Recurrent Neural Networks (RNN) 

have been used. This concept is 

designed with the help of the Long 

Short Term Memory (LSTM). The 

feature added by LSTM is the 

distributed word representations [15]. 

 The Topic Model is used in the 

disambiguation process. The most 

common used example of this model is 

LDA i.e. Latent Dirichlet Allocation.  

In this model, the total number of topics 

is used as the key features. Graphical 

model is also presented here. And this 

model is based on probability. This 

topic-based model is used for the 

supervised WSD method [16]. 

 Various WSD approaches, their 

advantages, and disadvantages are 

presented in the detailed review article. 

All these WSD approaches are 

successfully implemented in many 

Indian languages. A successful WSD 

algorithm was built when the same 

surrounding words have the same 

appearance. This is considered as the 

main factor of this approach [17]. 

 The knowledge-based system 

framework can be built up by using 

four components. These four 

components are: relation extraction, 

semantic space, semantic path 

exploration, and similarity calculation. 

Performance of this method is better for 

verbs as well as nouns in comparison to 

all other schemes and was tested on 

three different datasets [18]. 

https://www.sciencedirect.com/topics/computer-science/decision-tree-algorithm
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 Complex problems can be solved by 

using the Dynamic Programming 

(DP). In this method the complex 

problem is broken down into smaller 

problems. DP is active to quickly 

identify the best subset, ad this subset 

contains the most definitely set for 

better accuracy than the previous one. 

Dynamic Programming Embedded 

Data (DPED) can be combined with 

boosting, and bagging algorithms for 

improving the efficiency of big-data 

and meticulous data, [19]. 

 A conceptual framework has been 

developed that raises situations of 

various types and their possible 

effects [20]. This approach is helpful 

for the decision-makers and 

stakeholders when they are facing 

various kinds of complex problems. 

The approach is a preliminary step for 

solving complex problems like the 

hydropower crisis. 

 SENSEMBERT is a powerful technique 

for the multilingual WSD method. 

This works in both English and the 

other languages. Using sense 

embedding, the WSD produces high-

quality silver data across many 

languages [21]. 

 Today, lots of information is available 

on the Web in the form of 

unstructured data. These lots of data 

are known as "big data." The review 

of literature addresses machine 

learning approaches for problems 

involving big data [22].  

According to the discussed literatre review, 

there are numerous supervised, 

unsupervised and knowledge-based 

methodologies are available for the 

disambiguation of an ambiguous word. A 

word in any sentence has many senses in 

various contexts. Our aim is to 

disambiguate the meaning of that target 

word in that context.  

3. Ambiguity: An Open Challenge 

During Machine Translation Process 

Over the last decade, the ambiguity 

problem is an open challenge in almost all 

NLP applications. Ambiguity is still a great 

challenge for computational morphology 

and computer scientists [23]. Ambiguity has 

been a critical issue in the interaction 

between humans and computers. The words 

that have more than one meaning or way of 

interpretation present in the sentence are 

    ed “multifunctional words”    

“ambiguous word”,   d t  s s t  t     s 

k  w   s “ambiguity”  T b e 1 s  ws s  e 

ambiguous words with their respective 

meanings. 

3.1 Definition of Ambiguity 

It may appear that there isn't much to say 

about ambiguity be   se “it is a well-defined 

phenomenon in which words and sentences 

can have many meanings” [24]. A sentence 

 s s  d t  be   b     s w e eve  “it can be 

associated with two or more different 

meanings” [25]. Ambiguity can be defined 

as the “quality of being able to be 

interpreted in more than one way” [26]. 

All the authors agree that ambiguous words, 

phrases, or sentences can have several 

meanings. It takes a certain context to figure 

out the exact meaning or message given by 

ambiguous words or sentences. The first type 

of ambiguity happens when an expression has 

two or more meanings that are not related.  

From the above definitions, we can 

def  e t  t “ambiguity can exist when any 

word, phrase, or sentence has more than 

one possible meaning or way of 

understanding it.” 

Example  “T  s   ft b x  s ve   light.” 

I  t  s ex  p e, t e w  d “light” is an 

ambiguous word and it has three different 

meanings: 

1. Light: light weight of something,  not a 

heavy gift box 

2. Light: a gift box that has an electric 

lamp 

3. Light: a shiny box 

W e  we t   s  te t e w  d “    t”   t  

any other target language, like Hindi, 

Sanskrit, or any other language, it is 

necessary to locate the actual meaning of an 

ambiguous word. 

3.2 Ambiguity Classification  

Ambiguities can be broadly classified 

into two categories: word-level ambiguity 

and sentence-level ambiguity. This 

categorization is shown in Fig. 3. 
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Figure 3: Two categories of Ambiguity 

 

Word-level ambiguity: A w  d’s  eve   f 

ambiguity occurs in a sentence when a 

single word has more than one possible 

meaning. The word-level ambiguity is also 

    ed “ ex       b    t ”,    “se   t   

  b    t  ” 

Sentence-level ambiguity: The sentence-

level ambiguity occurs within a sentence 

due to the structure of the sentence, which 

leads to more than one possible meaning. 

This type of ambiguity is also known as 

“st   t              t       b    t  ” 

 

Ambiguity can be broadly classified 

as semantic, pragmatic, lexical, syntactic, 

and language errors. When a word has 

multiple meanings, it is said to have lexical 

ambiguity. Syntactic ambiguity also termed 

as structural ambiguity.  Structural 

ambiguity in any phrase or sentence can be 

arise when the sentence can be described in 

multiple ways. This results in more than 

one well-formed structure and each 

structure also provides different meanings. 

When the predicate logic of any statement 

can be interpreted in many ways, then that 

phrase is termed as semantic ambiguity. 

Language ambiguity refers to grammatically 

incorrect constructions that are still 

understood, though in different ways, as a 

 es  t  f Be   ’s e     [27].  Pragmatic 

ambiguity is frequently caused by human 

uncertainty about common sense knowledge 

and context knowledge. Some authors have 

further divided the ambiguities into 

“  te t        d     te t     ”   te    es 

[28], Intentional category of ambiguity exists 

when the writer has left an ambiguity by 

planning, while unintentional ambiguity 

occurs when ambiguity left by mistake.  

Further, ambiguity can be classified as 

“      s   d         s” [29], where readers 

can interprets a requirement either in a single 

interpretation or in a multiple interpretation. 

Nocuous ambiguity can be divided into 

"acknowledged and unacknowledged" 

categories [30]. We can classify the 

ambiguity into the following five distinct 

classes, which are shown in Fig. 4. 

 
Figure 4: Different Categories of 

Ambiguities 
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Table 2, provides detailed information on the various kinds of ambiguities each with an example 

and an explanation. 

Table 2.Kinds of ambiguities with detailed explanation 

S. No. Ambiguity 

Types 

Definition Example Explanation 

1 Lexical 

Ambiguity 

It happens when just a 

single word has more 

than one importance, or 

when a word can be 

deciphered in multiple 

sense [31- 34]. 

“   s       s 

directly 

transferred to 

my bank 

      t ” 

 

In the example word bank, there is 

an ambiguous word that has two 

meanings:  

(i) "An organization or building 

where individuals or corporations 

can spend, borrow, convert money 

into another currency, etc., or a 

building where these services are 

provided."  

(ii) "Sloping raised land, often 

near riverbanks." 

 

2 Syntactic 

ambiguity 

Syntactic ambiguity 

occurs in a particular 

sentence when the 

sentence has two or more 

possible meanings due to 

the different sentence 

structures [35, 36]. The 

other names for this type 

of ambiguity are 

structural ambiguity or 

grammatical ambiguity. 

I saw a black 

horse with 

spectacles. 

 

: In this sentence, saw is an 

ambiguous word, and this sentence 

has two meanings due to the 

sequence of words. 

This sentence means either the black 

horse was wearing spectacles or I 

was wearing spectacles to see the 

horse. 

 

3 Pragmatic 

ambiguity 

Pragmatic ambiguity 

implies that there are 

multiple interpretations in 

a sentence [37, 38]. It 

means there can be more 

than one way of 

understanding a sentence. 

“T e chicken is 

 e d  t  e t ” 

: This sentence has a multiple 

interpretation, like:  

a) The chicken is ready to eat 

its breakfast. 

b) The cooked chicken is ready 

to be served. 

 

4 Semantic 

ambiguity 

The semantic ambiguity 

occurs when the 

denotation of the words 

can be taken in different 

ways [39, 40]. In other 

words, we can say that 

semantic ambiguity exists 

when a sentence contains 

an unclear word or 

phrase. 

“T e       t t e 

scooter while 

  v    ” 

 

This sentence has two ways of 

  de st  d     t ’ 

a) The car, while moving, hit the 

scooter.  

b) The car hit the scooter while the 

scooter was moving. 

 

5 Parts-of-

Speech 

(POS) 

ambiguity 

 

The part of speech 

ambiguity occurs when a 

single word may be a 

noun or a verb, an 

adjective or an adverb, 

singular or plural, etc. 

[41]. 

 

“C  b      

     ” 

 

a) Comb is a noun whose meaning 

 s “  st  p  f p  st  , w  d,     et   

having narrow teeth, used for 

          t e     ”  

a) Comb can also be a verb whose 

 e       s “   b t       t e      

t        e  t ” 
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3.3 Ambiguity: A Common Problem in English Language 

 All Indian languages bear various kinds of ambiguities. English is expected to be the 

leading primary language in the world due to its foundation as the maternal language in many 

countries [42]. English is a language that has plenty of various kinds of ambiguities. There are 

unlimited words within the English language that have different meanings in different 

b  k     ds  T ese w  ds   e te  ed  s “  b     s w  ds ” T ese   b     s w  ds  eed to be 

disambiguated properly for the correct translation in the objective language translation process 

from English to any other India language. Some ambiguous words in the English language are 

represented in Table 3. 

Table 3.Some ambiguous words and their meanings in the English language with respect to 

their part of speech 

Table 3, shows that many terms in the English language are ambiguous, having two or more 

meanings` that are recognized by the dictionary. These words must be translated correctly 

for their intended meaning in the objective language when we translate them from English 

language to Sanskrit language. 

 

4. Word Sense Disambiguation (Wsd)  

Word sense disambiguation (WSD) 

is the procedure of selecting the most 

appropriate denotation of an ambiguous 

word. The complete process was completed 

by considering its special situations and best 

e  t   s w t    t  t w  d’s    text  WSD 

    be def  ed  s “a method for picking a 

word's precise meaning out of a list of 

previously defined meanings [43, 44].” 

4.1  Disambiguation Techniques 

There are several disambiguation 

techniques that can be used to reduce 

ambiguity during MT. The different types of 

WSD techniques and their further 

classification are shown in Fig. 5. 

 
Figure 5: Various WSD approaches. 

 

Word sense disambiguation (WSD) plays an 

important role in detecting the exact 

meaning of an ambiguous word. Hard work 

is still continuing to solve the problem using 

machine translation (MT). MT is one of the 

most important applications through which 

S. 

No. 

Ambiguous 

Word 

Meaning1                

(Noun) 

Meaning2              

(Verb) 

Meaning3 

(Adjective) 

Meaning4 

(Adverb) 

1. Fly 

A small insect with 

two wings; the 

opening with a pair 

of pants that covers 

the zipper or 

buttons 

To move or travel 

through the air; 

control something 

in the air 

- - 

2. Form 

The visible shape or 

configuration of 

something. 

Join or combine 

parts together to 

create something. 

Parts or combine to 

create (something) 

- - 

3. Double 

A thing that is twice 

as large as usual or 

is made up of two 

standard units or 

things. 

Double in size or 

increase in 

number. 

Consisting of 

two equal, 

identical, or 

similar parts 

or things. 

At or to 

twice the 

amount or 

extent. 
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we can convert a source language into a 

target language with the help of machines 

[45]. Different approaches used in the WSD 

processes are explained in detail below. 

4.1.1 Knowledge-Based Approach 

This approach is totally depends on 

knowledge for example machine readable 

dictionaries, thesaurus, vocabularies, 

catalogues, etc. In this field, the most 

commonly used dictionaries are WordNet 

[46]. Four algorithms based on the 

knowledge-based approach are: The LESK 

algorithm, selectional preferences, semantic 

similarity, and Heuristic Method. These 

methods are explained in detail:  

 The LESK algorithm:  This 

algorithm was first introduced by 

Michel Lesk in 1986 [47, 48]. This 

algorithm is built around vocabulary. 

This algorithm identifies the correct 

meaning of an ambiguous word. This 

algorithm is faster and reduces the 

complexity in terms of computation 

time.  

 Semantic Similarity: This algorithm 

is used to find the smallest distance 

between two semantically related 

words. This approach is knowledge-

based and is used for solving WSD 

problems. This algorithm determines 

the relationship between two words 

[49].  Semantic similarity can be used 

to check the patterns and quantify the 

doubtfulness [50].  

 Selectional preferences: For 

collecting information related to the 

potential relationship between various 

categories of words, the selection 

preferences method is used. This 

method is based on the senses of 

available information.  

 Heuristic Approach: For determining 

the correct senses of an ambiguous 

word, the heuristic method is used. 

There are three popular heuristic 

methods:  

 Most frequently used senses search for 

all possible meanings of an ambiguous 

expression. This approach is used to 

uncover information about possible 

connections between various word 

categories and also refers to the 

familiar feeling based on the 

information's source. These partialities 

are described using semantic classes 

rather than a single  

 According to the principle of one sense 

per dialogue, meaning of any word 

will be maintained throughout all 

instances in a particular text. It affects 

categorization likelihood, but if there 

is strong local evidence, it can also be 

ignored.  

 One sense per association estimation is 

comparable to one sense per discourse 

estimation. The exception to the 

hypothesis is that nearby words 

provide stronger and more unique 

messages for the same word.  

 Walker’s algorithm: The thesaurus is 

the foundation of this algorithm. This 

algorithm works by calculating the 

results for each sense while looking up 

synonyms of an ambiguous word. If 

the meaning of the synonym is similar 

to the words, then it will add one. The 

usage of synonyms in this technique 

produces the best results. 

Benefits: The main benefits of various 

algorithms of knowledge-based approach are 

that the improved LESK algorithm is much 

faster than the actual LESK algorithm and 

also has a low level of computational 

complexity. The distance between two words 

which is smallest is semantically related to 

each other. Preferences for selection reduce 

the timing related to the manual tagging 

required by humans. The heuristic method 

helps in investigating potential problems 

after the testing process. 

Drawbacks: The main drawback of the 

LESK algorithm is that it requires lots of 

knowledge sources. The uniform distance 

problem occurs in the semantic similarity 

method when two concepts along the same 

pathway will have the same semantic 

similarity. In the preferred selection method, 

it may be challenging to determine the 

grammatical link between particular words 

or phrases. Both knowledge and experience 

are required in the heuristic method. 

Additionally, it costs more for designers. 

 

4.1.2 Supervised Learning Approach 

This learning approach is a 

probability-based approach. In this approach, 

the data set is divided into the training data 

set and the test data set. To train the system, 
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supervised techniques can be applied to a 

well-labeled dataset. After the training 

process, the newest test dataset is applied to 

the trained system to produce the results. 

The supervised learning approach uses the 

two methods i.e. Classification and 

regression.  

Classification: Using supervised learning 

classification techniques, we can divide the 

text into two or more classes. These 

techniques may be neural networks, support 

vector machines (SVM), Naïve Bayes, 

logistic regression, decision tree, random 

forest, K-nearest neighbor etc.  

Regression: This method shows the 

relationship between the dependent and the 

independent variables. This method is also 

used to forecast data. There are two 

methods, i.e. Logistic and linear regression. 

Some supervised algorithms are explained 

here in detail: 

● Decision Tree: A decision tree is one 

of the most significant and popular 

supervised learning approaches. 

Another name for decision tree 

learning is the tree-based learning 

method. This algorithm helps in taking 

quick decisions. This algorithm offers 

excellent reliability and predictability 

for the test data. These trees can be 

utilized to make decisions and put 

those decisions into action by 

implementing systems [51].  

Example of a decision Tree: Figure 6 

shows the decision tree of a situation of 

rain condition for playing indoor or 

outdoor game.  

 
Figure 6: A decision tree example 

Each decision tree is defined by the root 

node, internal nodes, and leaf nodes.  

● Random Forest: One of the most 

popular and effective techniques for 

information analysis, is the modeling 

of data and the prediction of new data. 

The classifier uses an ensemble 

approach in which more than one 

decision tree is grouped together to 

make the final decisions. This method 

outperforms the approach and gives 

higher accuracy in comparison to the 

single decision tree. We can create a 

random forest using decision trees 

from the same data set, but we cannot 

relate the trees. The result of this 

algorithm is a tree, built from the 

results of individual decision trees 

[52]. This algorithm reduces the 

chance of overflow, and the accuracy 

is much higher than a single decision 

tree. In this algorithm, the decision 

trees work in parallel, and no 

bottleneck problem occurs. The visual 

representation of the Random Forest 

algorithm is shown in Fig. 7. 

 

 
Figure 7: Visual representation of Random 

Forest Approach 

 

● Naïve Bayes’: This is the popularly 

used supervised WSD algorithm and 

this algorithm is based on the 

probability value. The algorithm used 

the Bayes theorem [53]. This approach 

is very popular for segmentation 

problems. The training dataset contains 

a large number of variables, and all 

these variables are not related to each 

other. These unrelated variables are 

called independent variables and are 

 efe  ed t   s “fe t  es ” W t  t e  e p 

 f B  es’ t e  e , we            te 

the likelihood of specific features in a 

given class [54]. The following 

formula is used to calculate the 

probability value: 

B  es’ t e  e  st tes t  t  f t e e   e 

two events occurring, then the 

probability can be calculated with the 
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help of the following formula: 

  
 

 
  

           

    
 (1) 

Here,  

a and b are two events.  

P(a | b) : probability of event A 

occurring after the event B has 

occurred.  

P(a) :  prior probability that the event 

will occur. 

P(b | a) : likelihood probability of 

event B following the occurrence of 

evidence of event X.                                                                                          

P(b) : the marginal probability  

Bayes' rule is used to determine the 

conditional probability characteristics 

of a given class [55-57]. The 

conditional probabilities of each term's 

value and characteristic in a given 

sentence are calculated with the aid of 

this algorithm. The highest value will 

produce the best result. 

● Neural Network:  In neural networks, 

data are processed by artificial neurons 

[58]. Artificial neural networks (ANN) 

comprise one of the most crucial and 

significant characteristics of neural 

networks. These neurons have the 

ability to learn like a human brain [59]. 

Neurons are the processing units of the 

neural networks. A neuron has 

dendrites as its input units and 

synapses or axons as its output units. 

Three layers, the input layer, the 

hidden layer, and the output layer, 

make up the fundamental structure of 

an ANN. The middle hidden layer 

receives information from the first 

layer, i.e. Input layer which contains 

neurons. After doing some calculations 

on the data, the hidden layer sends the 

results to the output layer. The 

following formula is given for 

calculating the input for the general 

model of ANN [60]. 

                       (2) 

i.e. total input       ∑ 
        (3) 

The result can be determined using the 

stimulation function on the total input 

value. 

          (4) 

● K-nearest neighbor:  This is a 

straightforward, however effective, 

approach that uses a non-parametric 

grouping method [61]. This is a very 

popular technique for classifying data, 

and it is frequently used with 

unlabeled data. The workings of this 

algorithm are based on the votes of its 

k-neighbors. Where k will be any 

v   e   ke 1,  ,   …et   T e tw  ke  

concepts used by this method are: 

(i) The first idea is founded on 

calculating the distances between 

the training data and testing 

datasets for two similar features. 

In this idea, the calculation for the 

value of k is completed first, after 

which the test results are used to 

determine which category the 

neighbors belong to [62]. 

(ii) Choose the value of K in the 

second notion first. The number of 

neighbors utilized in the 

calculation depends on the value 

of k [63]. 

It is recommended that the value of k 

in this algorithm is between 0 and 1. 

Under-fitting and overfitting are two 

terms used to describe this issue. 

Following is a formula for calculating 

the Euclidean distance between two 

points: 

          
         

    
(5) 

The test word's coordinates in this 

instance are P1 and Q1. 

The coordinates of the matching 

feature are P2 and Q2. 

● Support Vector Machine: SVM is 

the popular supervised machine 

learning model that is working on the 

classification problem. The primary 

objective of support vector machines is 

to find the best highest margin 

distinguishing the hyperplane for the 

two given classes in the training data 

set. In this algorithm, if the data points 

are closer in the other class, then it is 

not acceptable for the hyperplane. The 

hyperplane closest to the data points 

belong to the other class for better 

generalization [64]. Hyperplane that 

exist away from the data points for 

each category are not selected.  

Support vectors are those points that 

lie nearest to the margin of the 

classifier [65]. 
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● Logistic Regression: This is a 

probability-based text classification 

method. This is a predictive algorithm 

that is applied to the prediction of test 

data. The approach is used for the 

unconditional datasets, and the output 

will be in binary form. The 

classification problem that is based on 

the binary output is called a "binary 

classification problem" [66]. 

4.1.3 Unsupervised WSD Approach 

This is a probability-based text 

classification method. This is a predictive 

algorithm that is applied for the prediction of 

test data. The approach is used for the 

unconditional datasets, and the output will 

be in binary form. The classification 

problem that is based on the binary output is 

called a "binary classification problem" [67]. 

Unsupervised Learning Approach: An 

unsupervised learning strategy doesn't 

always call for a training corpus and a lot of 

computation effort 

 Clustering: Data points can be split 

into two or more groups via clustering, 

depending on the characteristics of the 

groups. Clustering is of two types: 

 Context Clustering: In this method, 

groups are represented using context 

vectors or similarity matrices, 

depending on the grouping strategies 

used. These are grouped together to 

form clusters, which are then utilized 

to determine a word's meaning. When 

there is no class to forecast, but the 

inputs may be categorized into natural 

groupings, this strategy can be used. 

 Word Clustering: Using this 

technique, words are grouped together 

based on the semantic similarity of 

their attributes. These words' shared 

characteristics can be used to 

determine how similar they are. Words 

in the same category that are strikingly 

similar share the same characteristics. 

Then, using the clustering process, it is 

possible to distinguish between the 

senses. 

 Association: Numerous variables of 

dataset are related to each other are 

related to one another using the 

association rule learning method. 

 

 

5 Conclusion 

This paper we have outlined the 

challenging issues in a machine translation 

p   ess te  ed “  b    t ”  It  s t e 

presence of various kinds of ambiguous 

words found at the different levels of the 

translation process. Further, we have done a 

detailed literature review of the work on the 

ambiguity and WSD approach. We have also 

presented the classification of ambiguities 

i.e. Word level and sentence level ambiguity 

and their types, like lexical, syntactic, 

semantic, pragmatic, and part of speech 

ambiguity. These ambiguities are addressed 

with reference from English to Sanskrit 

translation. Ambiguity in English language 

with focus on part of speech ambiguity is 

discussed.  

Word Sense Disambiguation is presented as 

the solution for the ambiguity challenge. 

There are various machine learning 

approaches like knowledge-based approach, 

supervised and unsupervised approaches are 

explained in detail in reference to resolve 

ambiguity.  
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