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Abstract 

 

Aim: The main aim of the research is to predict the survival of passengers on the titanic data analysis using 

Logistic Regression (LR) over Naive Bayes (NB) machine learning algorithm. Materials and Methods: 

Logistic Regression and Naive Bayes are implemented in this research work. Sample size is calculated using G -

power software and determined as 10 per group with pretest G -power 80%, threshold 0.05% and CI 95%. 

Result: Logistic Regression provides a higher of 92.94% compared to Naive Bayes algorithm with 88.95% in 

predicting titanic data analysis. There is a significant difference between two groups with a significance value of 

0.004 (p<0.05). Conclusion: Logistic Regression algorithm predicts better information about titanic data 

analysis than Naive Bayes algorithm. 
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1. Introduction 

 

The Titanic disaster occurred about 100 

years back but still it attracts the researchers to 

understand and study how some passengers 

survived and others perished. In this work, the 

characteristics of the passengers will be identified 

and the relationship of survival chance from the 

disaster is found. Feature engineering techniques 

will be performed (Haque, Shivaprasad, and 

Guruprasad 2021). The aim of this study is to get as 

reliable results as possible from the raw and 

missing data by using machine learning and feature 

engineering methods. Therefore one of the most 

popular datasets in data science, Titanic is used. 

This dataset records various features of passengers 

on the Titanic, including  who  survived  and  who  

didn't survive (Frey, Savage, and Torgler, n.d.). It  

is realized  that some missing and uncorrelated 

features decreased the performance  of prediction, 

was taken from  (Gupta, Sharma, and Bouza 

Herreras 2018). In efforts to study the Titanic 

passengers;kaggle,a popular data science website, 

assembled information about each passenger back 

in the days of the Titanic into a dataset,and made it 

available. The prediction and efficiency of these 

algorithms depend greatly on data analysis and the 

model (Shekhar, Arora, and Sharma 2021). The 

paper presents an implementation which combines 

the benefits of feature selection and machine 

learning to accurately select  and distinguish 

characteristics of passengers age,class,cabin,and 

port (Farag and Hassan 2018). Bayes theorem can 

be used to make predictions based on prior 

knowledge and current evidence. (Theus and 

Urbanek 2008).   

 

In the last three years, Google scholar 

identified almost 13,300 research articles on titanic 

data analysis prediction using machine learning. In 

this paper survival of passengers is figured out 

using various machine learning techniques namely 

logistic regression and naive bayes. The main focus 

of this work is to differentiate machine learning 

algorithms to analyze the survival rate of travelers 

based on the accuracy (Shetty, Pallavi, and 

Ramyashree 2018). The entire international 

community was deeply shocked and saddened after 

hearing the news of this sensational disaster which 

resulted in improved ship safety legislation 

(“Prediction of Survivors in the Titanic Cruise” 

2019)). Her architect, Thomas Andrews died in the 

disaster. An eye-opening observation that came 

forth from the sinking of Titanic is the fact that 

some individuals had a better chance at surviving 

than the others (Dasgupta et al. 2021). With 

accumulating evidence, the prediction is changed. 

In this work, the characteristics of the passengers 

will be identified and the relationship of survival 

chances from the disaster is found. In technical 

terms, the prediction is the posterior probability 

that investigators are interested in it,and it was 

taken from (Zhang 2016). Classification is done 

using the Logistic Regression learning 

classification algorithm using two classes which 

are survived and not survived. Python has been 

used for its implementation; clustering is 

performed using machine learning algorithms as 

implemented by   (Farag and Hassan 2018). In the 

Titanic disaster  over the years, data of surviving as 

well as deceased passengers has been collected. 

The dataset is publicly available on a website 

called Kaggle.com (Durmuş and Güneri̇ 2020). 

This dataset has been studied and analyzed using 

various machine learning algorithms like Logistic 

Regression and Naive Bayes  Various languages 

and tools are used to implement these algorithms 

including Weka, Python, R, Java (D. Chatterjee and 

Chatterjee, n.d.). 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022). This  project  involves  implementation  of  

data  analytics  and machine learning. The data 

analysis will be done on applied algorithms and 

accuracy will be checked. Based on the 

performance of the  mentioned algorithms; Logistic 

Regression and Naive Bayes, in this paper,Logistic 

Regression proved to be the best algorithm by 

outperforming other implemented algorithms for 

the Titanic classification problem since it achieved 

the highest accuracy. Also, the  values for Logistic 

Regression appear to be the highest as compared 

with Naive Bayes algorithms. On the basis of 

accuracy the best performing model suggested for 

the suvival predictions  is Novel Logistic 

Regression Algorithm. 

 

2. Materials and Methods 

 

This study setting was done in the Soft 

Computing Laboratory, Saveetha School of 

Engineering, Saveetha Institute of Medical and 

Technical Sciences. The number of required 

samples in research are two in which group 1 is 

Logistic Regression compared with group 2 of 

Naive Bayes Algorithm. The samples were taken 

from the device and iterated 10 times to get desired 

accuracy with G power 80%, threshold 0.05% and 

CI 95%  A dataset consisting of a collection of 

titanic data analysis was downloaded from Github 

repository (venky n.d.; datasciencedojo n.d.)). 

 

Logistic Regression 

https://paperpile.com/c/QUNLHW/XNSD
https://paperpile.com/c/QUNLHW/XNSD
https://paperpile.com/c/QUNLHW/AGBw
https://paperpile.com/c/QUNLHW/UsdN
https://paperpile.com/c/QUNLHW/UsdN
https://paperpile.com/c/QUNLHW/0Q4j
https://paperpile.com/c/QUNLHW/pdD5
https://paperpile.com/c/QUNLHW/QKce
https://paperpile.com/c/QUNLHW/QKce
https://paperpile.com/c/QUNLHW/086o
https://paperpile.com/c/QUNLHW/086o
https://paperpile.com/c/QUNLHW/ueJL
https://paperpile.com/c/QUNLHW/ueJL
https://paperpile.com/c/QUNLHW/5X3I
https://paperpile.com/c/QUNLHW/VFiB
https://paperpile.com/c/QUNLHW/pdD5
https://paperpile.com/c/QUNLHW/taWx
https://paperpile.com/c/QUNLHW/FKDH
https://paperpile.com/c/QUNLHW/FKDH
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/rFImq+QGV31+iBFoB+bDOlL+0BrwL+bl9eP+yBWUS+86MCR+9pdYR+z1OP6
https://paperpile.com/c/QUNLHW/bKLs+qTqa
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Logistic regression  is the  technique 

which works  best when the dependent  variable  is 

dichotomous  (binary  or  categorical). The  data 

description and  explaining the  relationship 

between  one dependent binary  variable and  one 

or  more nominal, ordinal, interval or ratio-level 

independent variables is done with the help of 

logistic regression. It is used to solve binary 

classification problems, some of the  real life 

examples are  spam  detection-  predicting if  an  

email  is  spam  or not, health-Predicting if a  given 

mass of tissue is benign or malignant, marketing-  

predicting if  a given  user will  buy an insurance 

product or not. 

 

Pseudocode for Logistic Regression 
Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input 

data. 

Step4: Split the datasets for testing and 

training the dataset. 

Step5: Apply Logistic Regression 

algorithm. 

Step6: Predict the results. 

 

Naive Bayes 
Naive Bayes, which is known as an 

effective inductive learning algorithm, achieves 

efficient and fast classification in machine learning 

applications. The algorithm is based on Bayes 

theorem assuming all features are independent 

given the value of  the  class  variable.  This  is  

conditional  independence assumption  and true  in  

real  world  applications.  Due to  this assumption 

Naive Bayes performs well on high dimensional 

and complex datasets. 

 

Pseudocode for Naive Bayes 
Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input 

data. 

Step4: Split the datasets for testing and 

training the dataset. 

Step5: Apply Naive Bayes algorithm. 

Step6: Predict the results. 

 

Recall that the testing setup includes both 

hardware and software configuration choices. The 

laptop has  

an Intel hp 5th generation CPU with 12GB of 

RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently, the software 

runs on Windows 10 and is programmed in Python. 

Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. 

Chrome to Google Collaboratory search Write the 

code in Python. Run the code. To save the file, 

upload it to the disc, and create a folder for it. Log 

in using the ID from the message. Run the code to 

output the accuracy and graph. 

 

Statical Analysis 

SPSS is a software tool used for statistics 

analysis. The proposed system utilized 10 iterations 

for each group with predicted accuracy noted and 

analyzed. Independent samples t-test was done to 

obtain significance between two groups. The 

prediction is to perform exploratory data analytics 

to mine various information in the dataset available 

and to know the effect of each field on survival of 

passengers by applying analytics between  every 

field  of the dataset with the  “Survival”  field 

(Foster 2004). 

 

3. Result 

 

Table 1 shows the accuracy value of 

iteration of Logistic Regression and Naive Bayes. 

Table 2 represents the Group statistics results 

which depicts Logistic Regression with mean 

accuracy of 92.94%, and standard deviation is 1.94. 

Naive Bayes has a mean accuracy of 88.95% and 

standard deviation is 1.81. Proposed Logistic 

Regression algorithm provides better performance 

compared to the Naive Bayes algorithm. Table 3 

shows the independent samples T-test value for 

Logistic Regression and Naive Bayes with Mean 

difference as 3.99, std Error Difference as 0.84. 

Significance value is observed as 0.004 (p<0.05).  

Figure 1 shows the bar graph comparison 

of mean of accuracy on Logistic Regression and 

Naive Bayes algorithm. Mean accuracy of Logistic 

Regression is 92.94% and Naive Bayes 88.95%. 

The Logistic Regression looks to perform 

significantly better than Naive Bayes. 

 

4. Discussion 

 

In this study, predicting titanic data 

analysis using the Logistic Regression algorithm 

has significantly higher accuracy, approximately 

92.94% in comparison to Naive Bayes  88.95%. 

Logistic Regression  appears to produce more 

consistent results with minimal standard deviation.  

The similar findings of the paper (Nair et 

al. 2017) had an accuracy of 91% with Naive 

Bayes which was used to predict the  titanic data 

analysis. The proposed work of  (T. Chatterjee 

2018) reported Naive Bayes has 78% accuracy 

which is used to predict the accuracy of titanic data 

analysis. The work proposed by (Nair et al. 2017) 

shows the Logistic Regression has a better 

accuracy of 93%. Naive Bayes is a parameter to 

measure accuracy of titanic data analysis which is 

used in both traditional and modern methods. In the 

same way (Whitley 2015) had accuracy of 80.2% 

https://paperpile.com/c/QUNLHW/POvL
https://paperpile.com/c/QUNLHW/Evop
https://paperpile.com/c/QUNLHW/Evop
https://paperpile.com/c/QUNLHW/pqsA
https://paperpile.com/c/QUNLHW/pqsA
https://paperpile.com/c/QUNLHW/Evop
https://paperpile.com/c/QUNLHW/un02


Section A-Research paper 

Prediction of Titanic Data Analysis  using Logistic Regression  

compared with Naive Bayes for better Accuracy 

 
 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3411 – 3417                                                                                                   3414  

with Logistic Regression and (Singh, Nagpal, and 

Sehgal 2020) had accuracy of 76.79% with Naive 

Bayes. So Logistic Regression performs better with 

a combination of other machine learning 

algorithms. 

The limitation of this research is that it 

cannot give appropriate results for smaller data. In 

this model it is not able to consider all given 

feature variable parameters for training. The future 

scope of proposed work will be prediction of titanic 

data analysis based on classification using class 

labels  for lesser time complexity. 

 

5. Conclusion 

 

In this research, Titanic Data Analysis is 

performed to analyze survival of people by using a 

dataset for Novel Logistic Regression and Naive 

Bayes. The accuracy value of the  Logistic 

Regression is 92.94% whereas the accuracy value 

of Naive Bayes is 88.95%.The  prediction of 

Titanic Data Analysis the survival of male and 

female accuracy using Logistic Regression  appears 

to be better than Naive Bayes. 
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 Tables and Figures 

 

Table 1. Accuracy Values for Logistic Regression and Naive Bayes 

S.NO Logistic Regression Naive Bayes 

1 95.00 92.50 

2 93.00 90.00 

3 94.00 91.00 

4 93.50 88.60 

5 92.00 89.30 

6 91.70 87.90 

7 90.40 88.90 

8 95.80 86.90 

9 94.20 87.00 

10 89.80 87.40 

 

Table 2. Group Statistics Results-Logistic Regression has an mean accuracy (92.94%), std.deviation 

(1.94), whereas for Naive Bayes has mean accuracy (88.95%), std.deviation (1.81). 

Group Statistics 

 

 

Accuracy 

Groups N Mean Std deviation 
Std. Error 

Mean 

Logistic 

Regression 
10 92.94 1.94 0.61 

Naive Bayes 10 88.95 1.81 0.57 

 

Table 3. Independent Samples T-test - Logistic Regression seems to be significantly better than Naive Bayes  

(p=0.004) 
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Accuracy 

Independent Samples Test 

Levene’s Test for Equality of Variances T-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

0.136 0.004 4.737 18 0.000 3.99 0.84228 2.22044 5.75956 

Equal 

variances not 

assumed 

  4.737 17.910 0.000 3.99 0.84228 2.21980 5.76020 

 

 
Fig. 1. Bar Graph Comparison on mean accuracy of Logistic Regression (92.94%) and Naive Bayes (88.95%).  

X axis: Logistic Regression, Naive Bayes, Y axis: Mean accuracy +/- 2 SD 

 


