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Abstract 

Tuberculosis (TB) is an infectious disease which is caused by a bacterium called 

Mycobacterium tuberculosis and it affects human lungs. The number of TB related deaths 

worldwide in 2021 was 1.6 million. TB is the second most lethal infectious disease after 

COVID-19 and the 13
th

 major cause of death globally. World-wide cases of tuberculosis (TB) 

are predicted to reach 10.6 million in 2021. The interesting fact is that the bacterium which 

causes TB continues to exist in human body without exhibiting any symptoms. So, it is 

necessary to predict the occurrence of TB at an early stage. This prediction is possible by 

performing classification using deep learning model. For classification, features from Chest X 

ray images need to be extracted. More number of features sometimes leads to less accuracy and 

this issue can be rectified using feature selection strategy. Genetic Algorithm (GA) and 

Dragonfly are the evolutionary algorithms which finds its application in feature selection and 

has the capability to provide promising results. In this research, a novel neuro fuzzy based 

system to classify tuberculosis namely OMDNFIS (Optimized Modified Dragonfly Neuro 

Fuzzy Inference System) with DenseNet121 for better classification accuracy. Experimental 

results are compared with the individual as well as few existing hybrid algorithms and it is 

proved that proposed OMDNFIS model outperforms the individual deep learning algorithms 

and few existing deep learning models.  

1. Introduction 

 With every passing day, almost everything is being automated with the help of 

machines that can think on their own. Healthcare is one of the fundamental aspects of human 

life [1]. Lung diseases are often associated with excruciating pain and suffering as they affect 

the breathing pattern of the patient due to suffocation and related symptoms. Tuberculosis (TB) 

is one such detrimental variant of lung infections that has created a devastating impact on 

humankind. Tuberculosis is caused by the Mycobacterium tuberculosis bacteria. In general, the 
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lungs are the main target area of this disease, but it can also affect other parts of the body. TB 

is a contagious disease, i.e., when people infected with TB cough or sneeze, they transmit the 

disease-causing bacteria in the air. Only a small quantity of these germs is enough to 

effectively infect a healthy person. Although scientific discoveries and research have been 

helping to curb the growing influence of TB, the meagre annual medical progress rate in this 

sector has been unsuccessful in bringing a drastic drop of TB affected patients. According to 

the Global Tuberculosis Report, 2020, generated by the WHO [2], an estimated 10·6 million 

people became ill with tuberculosis in 2021, compared with 10.1 million in 2020, and 1.6 

million people died from tuberculosis in 2021 (including 187 000 individuals living with HIV). 

In addition, the incidence rate of tuberculosis increased by 3.6% in 2021 relative to 2020, 

suggesting a reversal from the trend of nearly 2% decrease per year during the past two 

decades.  

 With advances in deep learning, the Convolutional Neural Networks (CNNs) have 

consistently surpassed other traditional recognition algorithms in achieving super ordinate 

performance for image-based classification and recognition problems [3]. Deep learning has 

the ability to extract features from the input images by itself and performs classification. In 

addition to that, it also accepts manually extracted features for processing. In case of importing 

manually extracted features, the accuracy may depend on number of features. If the number of 

features is high or if it includes irrelevant features, the accuracy may be decreased. In such 

case, feature selection strategy can be utilized to reduce the number of features which can 

reduce the irrelevant features as feature selection selects only the most relevant features for 

classification. Hence, feature selection helps to increase prediction or detection accuracy and 

also aids in reducing the computation time. Finally, a neural network-based approach namely 

OMDNFIS (Optimized Modified Dragonfly Neuro Fuzzy Inference System) based on Fuzzy 

Logic and a Deep learning model with feature selection is developed in this research work.  

 

2. Related Work 

 

 A novel approach to identify tuberculosis bacteria based on shape and colour was 

proposed by M.Forero et al. (2004) [4]. Designed algorithm technique was based on combined 

use of invariant shape features together of bacilli with simple thresholding operation on 

chromatic channels. This methodology is based on segmentation using K-means clustering 

which is followed by an identification procedure, for which 110 samples of bacilli was 

analyzed. Further, the author explored a colour-based edge segmentation technique using 

derivative operators to all chromatic channels and by using Bayesian decision theory [5]. N. 

Walia et al. (2015) [6] had designed a fuzzy based decision support system for the 

identification of tuberculosis. Their framework briefly explains relation between different input 

attributes and its symptoms. The author concluded that fuzzy basis dependent expert systems 

can be used during diagnosis. Further, author stated that the developed system can also be 

utilized for the detection of other chronic obstructive diseases using hybrid neuro systems [7].  
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An integrated approach for automated detection of early lung cancer and tuberculosis-

based X-ray image analysis was demonstrated by K. Lee (2006) [8]. Various symptoms of the 

disease and finding nodules were focused. The proposed technique uses watershed 

segmentation approach to isolate a lung X-ray image, and then apply a small scanning window 

to determine whether any pixel is a part of a disease nodule or not. Additionally, various 

methods used to detect early signs of cancer and tuberculosis was also explained in this work 

[9]. Wenbo Li, Yan Kang (2015) [10] using a new adaptive VOI selection method. Twenty-two 

features were extracted to distinguish nodules, vascular endpoint or vascular cross structure, 

designed an optimal feature combination selection frame based on improved genetic algorithm 

and support vector machine. The improved GA algorithm is used to select the optimal feature 

combination from the feature pool to establish SVM classifier [11]. Asogbon MG (2016) [12] 

proposed enhanced Neuro-Fuzzy system based on genetic algorithm for medical diagnosis 

proposed the use of Genetic Algorithm (GA) technique to automatically evolve optimum 

connection weights needed to efficiently train a built ANFIS model used for Typhoid fever 

diagnosis. The GA module computes the best set of connection weights, stores them, and later 

supplies them to the corresponding hidden layer nodes for training the ANFIS [13].  

An artificial intelligent approach for estimation of disease and resource utilization was 

discussed by E.Papageorgiou et al. (2009) [14]. Fuzzy cognitive map-based tool was used to 

represent medical diagnosis system concentrated on relating to lungs infections. Due to easy 

graphical representation approach, the proposed method makes wide use of computer 

consultation system. The presented system would offer a solution for requirements imposed by 

the target application, disease symptoms, signs and laboratory tests [15]. A decision based 

fuzzy expert system was developed to identify the stages of tuberculosis [16]. An efficient 

fuzzy based detection system was developed to detect tuberculosis and the system uses 

Mamdani inference method. The authors developed a mobile application in the name of “Fuzzy 

based Tuberculosis Diagnosis system” and it has been tested with an expert medical officer. 

[17]. A decision-making system was developed based on the set of rules [18]. The research 

work demonstrates the risk quotient of TB and its severity based on various parameters as 

inputs. Further, the accuracy of system is calculated and it came out to be 92%. This system 

would aid in the diagnosis of the different levels of tuberculosis. 

 

3. METHODOLOGY 

 

The input Chest X Ray (CXR) image is given as input to the proposed system. The 

input CXR image undergoes preprocessing for noise removal and gray scale transformation. 

The preprocessed image is given as input to the feature extraction method namely “First and 

Second Order Statistical (FSOS) feature extraction” which extracts n number of features from 

the input CXR images. The extracted features are given as input to the proposed “Modified 

Dragonfly Optimization Algorithm” to get an optimized set of features. Further, the optimized 

feature set or the reduced feature set are given as input to the deep leaning model namely 
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“DenseNet 121”. At last, fuzzy logic principles are applied to obtain the classification results 

which will be evaluated using performance metrics. The overall architecture of the proposed 

OMDNFIS (Optimized Modified Dragonfly Neuro Fuzzy Inference System) is shown in Figure 

1. 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1. Outline of the work. 

3.1.  Pre processing 

The input image is converted into gray scale image using gray scale transformation. The 

gray scale image undergoes the process of noise removal. In this research work, the noise from 

the CXR image is removed by applying median filter.  

3.2. Feature extraction using FSOS 

  

The pre-processed image is given as input to the feature extraction namely “First and 

Second Order Statistical (FSOS)” technique which extracts first and second order features from 

CXR images for classification. A number of texture features may be extracted from the first 

and second order statistics. In First order statistics, Gray Level Co-occurrence Matrix (GLCM) 

are formulated to obtain statistical texture features such as Mean, Energy, Entropy, Skewness, 

Variance, Uniformity etc. Second order features are extracted based on Gray Level Co-

occurrence Matrix, Gray Level Run Length Matrix and Neighborhood Gray Tone Difference 

Matrix.  A total of 44 features are extracted using First and Second Order Statistical (FSOS)” 

technique. 
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FSOS = First order statistical features + Second Order Statistical feature                    (1) 

 

3.3.   Proposed Modified Dragonfly Optimization (MDA) Algorithm 

 

Seyedali Mirjalili [19] proposed an optimization algorithm, based on the swarming 

behavior of dragonflies, and named it Dragonfly Algorithm. The formation of sub-swarms and 

its back-and-forth flying, over a different area, makes static swarm very useful for exploitation 

phase. Similarly in dynamic swarm, flying of large number of dragonflies in one direction 

favors the exploration phase. Dragonfly algorithm uses three basic properties of swarm 

movement which are as follows. 

(i) Seperation 

 All dragonflies, in a swarm, should maintain some distance from the neighborhood 

dragonfly to avoid the collision. Reynolds [20] has introduced a method to compute the 

separation of an individual from its neighboring individuals. Seperation can be calculated using 

the following equation. 

where X indicates a dragonfly’s position in a D-dimensional space (D is the number of decision 

variables), Xj is the position of the neighbor individual, and M is the number of neighbor 

individuals. 

(ii) Alignment 

 All dragonflies should maintain nearly the same velocity as their neighbor. This is 

called Alignment Ai which can be calculated as given 

where Vj is the velocity of neighbor individuals, and M is the number of neighbor 

individuals. 

(iii) Cohesion 

 The trajectory, of all dragonflies in a swarm, should be towards the center of mass of 

neighborhood. The Cohesion Ci is calculated using the following formula 

Where Xj indicates the position of the neighbor individual, and M is the total number 

of dragonflies in the neighborhood. 

 

  

(2) 

 

  

(3) 

 

  

(4) 
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In addition to this, in order to survive, all individuals should move towards the food 

source but simultaneously should stay away from the enemy.  

 

(iv) Food source 

  

 Attraction towards the food source is evaluated using the following formula 

where Xf indicates the position of a food source. 

 

(v) Enemy 

  

 Distraction from the enemy can be calculated using the formula given below 

where Xe is the position of the enemy. 

To upgrade the location of dragonfly in the seek domain and further to simulate its 

moment, DA [21] has consider two vectors: position (x) and step (Δx).  

                           DA optimization =updation of ( Δx+x)                                               (7) 

Here, the step (Δx) vector is similar to the velocity vector in particle swarm 

optimization (PSO) [22] as, the DA is inspired from PSO. The step (Δx) vector indicates the 

direction of moment of swarm as is determine by the following equation 

Where s refers to the weight of separation,   shows the weight of alignment, c shows 

the weight of cohesion, f is the weight of food and e is the weight of a enemy. Where w shows 

the inertia weight, and t is representing the current iteration. s, α, c, f, and e are the adjacent 

coefficients, (t+1+ demonstrate the iteration value and w is inertia weight. As per the DA [19] 

the value of s and α is 0.1, c is 0.7, and f and e are 1, furthermore, the value of w lies between 

0.9 to 0.2. 

 

 

 (5) 

 

 (6) 

 
(8) 

https://www.sciencedirect.com/topics/mathematics/inertia-weight
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For stochastic behavior in artificial dragonflies, it is assumed that dragonflies are flying 

in the search space using random walk also called as Levy fight in case of zero neighborhood. 

For this, the position of a dragonfly will be updated using the following equation. 

 

In the standard DA to enhance the randomness and to execute exploration of the 

dragonfly. Levy flight mechanism is deployed to seek the domain by the random walk, as 

described in the Equation (9). It is found that during the execution of standard DA for 

engineering problems that deploying current position with levy flight may stag the solution, as 

this mechanism may keep the solution near the best find location that may or may not be the 

global position. In order to overcome this limitation and enhance the potential of DA the 

Equation (9) is rewritten as 

Where   
    

  
 

 

The constant Y value depends on the type of problem, Smax refers to the size of population, and 

the t refers to the maximum number of iterations. 

 

Where d represents the dimension of the position vector. Levy flight [23] can be 

calculated as  

Where r1 and r2 are two randomly generated real numbers in the range [0, 1] and β is 

a constant tuned during the experiment. σ is calculated using the following equation 

 

 
 

 

 

 
(9) 

                                                                   ( ) 
 

 

(10) 

 

(11) 

 

(12) 
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Figure 2. Modified Dragonfly Optimization 

 

3.4       Existing Algorithms for Optimization 

 There are many existing optimization algorithms exists for the purpose of reducing the 

number of features for further processing such as classification. Among the existing 

optimization algorithms, two popular successful evolutionary optimization algorithms namely 

Genetic Algorithm (GA) [24] and Whale Optimization Algorithm (WOA) [25] are selected for 

comparison with the proposed Modified Dragonfly Optimization (MDA) algorithm. The 

detailed working procedure of GA and WOA is explained below.  

3.4.1   Genetic Algorithm (GA)  

The features extracted using FSOS is given as input into the optimization algorithm 

namely “Genetic Algorithm” which reduces the number of features for further processing. GA 
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is a stochastic algorithm that mimics natural evolution. The most distinct aspect of this 

algorithm is that it maintains a set of solutions (called individuals or chromosomes) in a 

population. As in the case of biological evolution, it has a mechanism of selecting fitter 

chromosomes at each generation. To simulate the process of evolution, the selected 

chromosomes undergo genetic operations, such as crossover and mutation. The initial 

population will be modified to reach a better answer. At each step, the GA selects individuals 

(chromosomes) from the current population (parents) randomly and uses them to produce the 

children for the next generation. After several generations, according to essence of the GA, it 

tries to move to the best solution. The flowchart which represents working of Genetic 

Algorithm is shown in Figure 3. 

 

 

Figure 3. Flowchart of Genetic Algorithm 

At each step, the GA uses three main types of rules to create the next generation from 

the current population. These types of rules are discussed as follows 

 

Selection rules select the individuals’ called parents which contribute to the population at the 

next generation. 

Crossover rules combine the chromosomes in order to produce the next generation. 
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Mutation rules lead the chromosome to change and alter their values. 

 

 

 

(i) Fitness function and selection operation  

 

The initial population contains an initial set of features or individuals from which we 

have to select the best features for classification. In this research, the initial population consists 

of 44 features. Next step is to evaluate the fitness of each individual or features. The fitness 

function used here is  

The next step is selection in which two Parents which has the lowest selection error or highest 

fitness score will be selected to generate the next offspring, which means those features will be 

selected for the model training.  

(ii)  Crossover and Mutation 

 

The best food source or the features is selected for crossover and mutation. One point 

crossover is utilized in this research work. As a result of crossover and mutation, child 

chromosomes are generated. Then, the child chromosomes are evaluated using the fitness 

function and the children which is having the highest fitness value is selected for further 

process. The whole fitness assignment, updation, selection and mutation process is repeated 

until a stopping criterion is satisfied.  

 

3.4.2   Whale Optimization Algorithm (WOA) 

 

 WOA belongs to the family of stochastic population-based algorithms proposed by 

Mirjalili and Lewis in 2016 [25]. The algorithm mimics two phases: the first phase 

(exploitation phase) is encircling a prey and spiral bubble-net attacking method and the second 

phase (exploration phase) is searching randomly for a prey. 

 

(i) Exploration Phase 

 

Whales can recognize the location of prey and encircle them. Since the position of the 

optimal design in the search space is not known a priori, the WOA algorithm assumes that the 

current best candidate solution is the target prey or is close to the optimum. After the best 

search agent is defined, the other search agents will hence try to update their positions towards 

the best search agent. This behavior is represented by the following equations: 

 ( )     
 

(13) 
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Where t indicates the current iteration,  ⃗ and  ⃗ are coefficient vectors, X∗ is the position vector 

of the best solution obtained so far,  ⃗ is the position vector, | | is the absolute value, and is an 

element-by-element multiplication. It is worth mentioning here that X∗ should be updated in 

each iteration if there is a better solution. The vectors  ⃗ and  ⃗  are calculated as follows: 

Where  ⃗ is linearly decreased from 2 to 0 over the course of iterations and  ⃗ is a random vector 

in [0,1]. 

The same approach based on the variation of the  ⃗ vector can be utilized to search for 

prey. whales search randomly according to the position of each other. Therefore,  ⃗ with the 

random values greater than 1 or less than −1 is utilized to force search agent to move far away 

from a reference whale. The position of a search agent in the exploration phase according to a 

randomly chosen search agent instead of the best search agent found so far. The mathematical 

model is explained as  

where      ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  is a random position vector (a random whale) chosen from the current population.  

 

(ii) Exploitation Phase 

 

 Exploitation phase consists of two steps namely Shrinking encircling mechanism and 

Spiral updating position.  

Shrinking encircling mechanism 

 Shrinking encircling mechanism is achieved by decreasing the value of  ⃗  Note that the 

fluctuation range of  ⃗ is also random value in the interval [−a,a] where a is decreased from 2 to 

0 over the course of iterations. 

 

Spiral updating position 

 

 
(14) 

 (15) 

 
(16) 

 (17) 

 
(18) 

 
(19) 
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 A spiral equation is then created between the position of whale and prey to mimic the 

helix-shaped movement of whales as follows 

 

 Where   ⃗⃗ ⃗⃗  indicates the distance of the i
th

 whale to the prey, b is a constant for defining 

the shape of the logarithmic spiral, l is a random number in [−1,1], and is an element-by-

element multiplication. 

 

 Whales has the probability to choose between either the shrinking encircling 

mechanism or the spiral model to update the position of whales during optimization. The 

mathematical model is as follows 

 

 

The flowchart of Whale optimization algorithm is given in Figure 4.  

 

Figure 4. Whale Optimization Algorithm - Flowchart 

 
(20) 

 
(21) 

 

(22) 
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3.5    DenseNet 121  

 DenseNet121 (Dense Convolutional Network) is an architecture that focuses on making 

the deep learning networks go even deeper, but at the same time making them more efficient to 

train, by using shorter connections between the layers. The DenseNet architecture proposed by 

Huang et al. [26] provides a rich feature representation while being computationally efficient. 

The primary reason is that, in each layer of the DenseNet model, the feature maps in the current 

layer are concatenated with those from all the preceding layers. Because fewer channels are 

accommodated in the convolutional layers, the number of trainable parameters is diminished, 

and thus, the model is computationally efficient. Furthermore, the concatenation of the feature 

maps from the previous layers with the current layer enhances the feature representation.  

There are three kinds of blocks in the DenseNet implementation. The first is 

convolution block, which is a basic block of dense block. The second is dense block, in which 

convolution blocks are concatenated and densely connected. Dense block is the main 

component in DenseNet. The last is transition layer, which connects two contiguous dense 

blocks. Since feature map sizes are the same within the dense block, transition layer reduces 

the dimensions of the feature map. The technique of bottleneck design is adopted in all the 

blocks. The architecture of DenseNet121 is shown in Figure 5. 

 

Figure 5. Architecture of DenseNet121 

 Fully Connected (FC) layer is the final layer which helps in the process of classification 

of images. 
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3.6      Adaptive Neuro Fuzzy Inference System 

 Fuzzy set theory is a powerful tool to deal with the imprecision characteristics in 

decision-making problems involving uncertainty and vagueness of real-world applications [27]. 

Fuzzy inference is a process of mapping from a given input to an output dataset using the 

theory of fuzzy sets. The ANFIS is a fuzzy Sugeno model put in the framework of adaptive 

systems to facilitate learning and adaptation [28]. Such framework makes the ANFIS modeling 

more systematic and less reliant on expert knowledge. To present the ANFIS architecture, two 

fuzzy if-then rules based on a first order Sugeno model are considered: 

 

Rule 1: If (x is A1) and (y is B1) then (f1 = p1x + q1y + r1) 

Rule 2: If (x is A2) and (y is B2) then (f2 = p2x + q2y + r2) 

 

where x and y are the inputs, Ai and Bi are the fuzzy sets, fi are the outputs within the fuzzy 

region specified by the fuzzy rule, pi, qi and ri are the design parameters that are determined 

during the training process [29].  

 

It is extremely important that the number of membership functions and the number of fuzzy 

rules hold a critical position in the designing of ANFIS. Adjusting of those parameters is highly 

crucial for the system because it may lead system to over-fit the data or will not be able to fit 

the data. This adjusting is made by a hybrid algorithm combining the least-squares method and 

the gradient descent method with a mean square error method. The lesser difference between 

ANFIS output and the actual objective means a better (more accurate) ANFIS system [30]. The 

architecture of ANFIS is shown in Figure 6. 

 

 
Figure 6. ANFIS Architecture 
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Layers of ANFIS  

  

Layer 0: It consists of plain input variable set. 

Layer 1: Each node in this layer generates a membership grade of a linguistic label. For 

instance, the node function of the i
th

 node may be a generalized bell membership function 

 

   ( )  
 

  [(
    
  

)]
  

 

 

        

     (23) 

where x is the input to node i; Ai is the linguistic label (small, large, etc.) associated with this 

node; and {ai, bi, ci} is the parameter set that changes the shapes of the membership function. 

Parameters in this layer are referred to as the premise parameters. 

Layer 2: The function is a T-norm operator that performs the firing strength of the rule, e.g., 

fuzzy conjunctives AND & OR.  

 

      ( )    ( )      (24) 

 

Where i=1,2 

Layer 3: Every node in this layer is fixed and determines a normalized firing strength. It 

calculates the ratio of the j
th 

rule’s firing strength to the sum of all rules firing strength. 

 

 ̅  
  

     
 

 

     (25) 

Where i=1,2. 

Layer 4: The nodes in this layer are adaptive and are connected with the input nodes (of layer 

0) and the preceding node of layer 3. The result is the weighted output of the rule j. 

 

 ̅     ̅ (          ) 
 

     (26) 

where wi is the output of layer 3, and {pi, qi, ri} is the parameter set. Parameters in this layer are 

referred to as the consequent parameters. 

Layer 5: This layer consists of one single node which computes the overall output of the model. 

Overall output = ∑  ̅     
∑       

∑     
 

 

     (27) 
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 In this research, the convolution layers in the DenseNet121 architecture are combined 

with ANFIS model for the purpose of multiclass classification. The process of extracting 

feature is performed using convolution and pooling layers and the extracted features are sent to 

the fully connected layer of DenseNet121 which consists of n number of neurons. At the last 

stage, features obtained from neurons are given as input to the ANFIS model to classify 

tuberculosis along with its level. In this research, four different levels are modelled namely 

A,B,C and D. Level A represent as an Normal TB. Level B represents as Primary TB or 

Exposure includes the patients who are having 10% to 25% infection. Level C represent as 

Latent TB refers to the patients who are having 26% to 50% infection. Level D as represents 

Active TB the patients who are having 51% to 100% of tuberculosis infection respectively. 

In fuzzy system, the format of this rule is given as  

 

IF x is A and y is B THEN Z = f(x,y) 

 

Here, AB are fuzzy sets in antecedents and z = f(x,y) is a crisp function in the consequent. 

 

4. Experimental Result Analysis and Performance Evaluation 

 Experiments are carried out in CXR images for the proposed Optimized Modified 

Dragonfly Neuro Fuzzy Inference System (OMDNFIS). Experiments are carried out using k 

fold cross validation where the value of k is set to 10. During experimentation, the number of 

epochs is set to 100. The input images are pre-processed and features are extracted from the 

pre-processed image using the feature extraction technique namely “First and Second Order 

Statistical” feature extraction. A total of 44 features are extracted using FSOS technique. The 

extracted features are given as input to an optimization algorithm called Modified Dragonfly 

Algorithm. The proposed Modified Dragonfly optimization algorithm selects 10 features out of 

44 features for further processing which are shown in Table 1.  

                                            Table 1. Features selected by Modified Dragonfly Algorithm 

Sl.No. Feature Label Features 

1 m Mean 

2 Enr Energy 

3 SD Standard Deviation 

4 CRN Correlation 

5 SENT Sum Entropy 

6 SVAR Sum Variance 

7 RP Run Percentage 

8 LGRE Low Gray-Level Run Emphasis 

9 CA Coarseness 

10 TS Texture Strength 
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The selected 10 features are used for classification using DenseNet121. At last, fuzzy inference 

system is used for better classification result.  

4.1.      Performance Evaluation 

To evaluate the performance of the proposed OMDNFIS, performance metrics are used. 

The proposed model is compared with few existing models. 

4.1.1.   Performance Metrics 

The performance of proposed method is evaluated with the existing models using 

performance metrics such as Accuracy, Precision, Recall and F1 score. 

(i) Accuracy 

 

Accuracy is the simplest intuitive performance metric, because it is just a ratio of 

accurately predicted observations and total observations.  

 

         
                             

                                                         
 

      (28) 

(ii) Precision 

 

Precision is defined as the proportion of accurately predicted positive observations to 

the total number of expected positive observations. 

 

          
             

                            
 

        (29) 

 

(iii) Recall 

 

Recall is defined as the ratio of accurately predicted positive observations to all 

observations in the actual class. 

 

       
            

                            
 

 

       (30) 

(iv) F1 Score 

 

The F1 Score is the weighted average of Precision and Recall. As a result, this score 

accounts for both false positives and false negatives.  
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          ∗  
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(31) 

4.1.2 Performance Analysis of proposed OMDNFIS  

 The performance of proposed OMDNFIS is evaluated using the performance metrics 

and the experimental results are discussed in this section. Features are extracted using FSOS 

feature extraction technique.  

From Table 1, it is observed that 10 most significant features are selected by Modified 

Dragonfly Algorithm. The performance of proposed Modified Dragonfly Algorithm is 

compared with existing optimization algorithm namely Genetic Algorithm (GA), Whale 

Optimization Algorithm (WOA) and Dragonfly optimization algorithm (DA) [31] along with 

DenseNet121 in terms of performance metrics at various stages is shown in Table 2.  

 

Table 2. Performance analysis of proposed OMDNFIS 

           

 

Models 
Number of 

features selected 

Performance Metrics 

Accuracy Precision Recall 
F1 

Score 

Genetic Algorithm (GA) + 

DenseNet121 21 94.96 92.53 92.44 93.67 

Whale Optimization Algorithm 

(WOA) + DenseNet121 
16 96.74 94.30 94.12 94.20 

Dragonfly Algorithm (DA) + 

DenseNet121 13 97.10 96.24 96.12 97.18 

Modified Dragonfly Algorithm 

(MDA) + DenseNet121 
10 98.58 97.66 97.42 97.66 

 

  It is inferred from Table 2 that, MDA with DenseNet121 provides an accuracy of 

98.58% whereas the combination of DenseNet121 with GA, WOA and DA provides an 

accuracy of 94.96%, 96.74% and 97.10% respectively. The proposed MDA along with 

DenseNet121 provides the greater accuracy than other two optimization algorithms. 

4.1.3 Performance comparison of proposed OMDNFIS and existing models 

 The performance of proposed OMDNFIS is compared with few existing deep learning 

models with and without fuzzy. The performance comparison is shown in Table 3.  

Table 3. Performance comparison of proposed GNFIS and existing model 

Reference Methods  Accuracy (%) 

Al-Timemy et al. [32] ResNET-50 93.60 

Kukker and sharma [33] Modified Fuzzy Q Learning (MFQL) 91.60 

Farouk Hassan et al. [34] CNN 94.10 
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Gao et al. [35] 3D block based residual deep learning network 85.29 

Mizan et al. [36]  

MobileNet 89.90 

Xception 87.10 

Inception V3 89.90 

Oh et al. [37] Res Net-18 91.90 

Heidari et al. [38] VGC16 based CNN 94.50 

Proposed OMDNFIS Modified Dragonfly + ANFIS 98.58 

It is observed from Table 3 that the proposed OMDNFIS model provides the highest 

accuracy of 98.58%. The proposed OMDNFIS model provides better accuracy as it combines 

the advantages of DenseNet121 and Adaptive Neuro Fuzzy Inference System. The second 

highest accuracy is provided by VGG16 based CNN model which is 94.50%. The performance 

of OMDNFIS is also evaluated for various number of epochs which is shown in Figure 7. 

 

Figure 7. Performance of proposed GNFIS 

Figure 7 represents the classification accuracy during training and testing phase. From 

the figure it is observed that the proposed OMDNFIS model provides an accuracy of 98.58% 

when the epoch is set to 100. 

CONCLUSION 

A novel Optimized Modified Dragonfly Neuro-Fuzzy Inference System is developed in 

this research work. The proposed OMDNFIS is the combination of Modified Dragonfly 

optimization, DenseNet121 and Adaptive Fuzzy Inference System (ANFIS). Modified 

Dragonfly optimization algorithm is utilized for efficient feature selection which selects 10 

significant features out of 44 features which is extracted using FSOS feature extraction 
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technique. MDA is also compared with GA, WOA, DA and from the results it is proved that 

MDA performs better for feature selection. Deep learning models are found to be best 

performing model for the purpose of classification. Convolutional Neural Network (CNN) is 

identified as the best model which contains DenseNet121 as its type. DenseNet121 model is a 

deep learning model which has the capability to provide best results for classification. At last, 

fuzzy logics are applied by utilizing Adaptive Neuro Fuzzy Inference System. The performance 

of the proposed OMDNFIS is analyzed and evaluated using performance metrics. The 

proposed OMDNFIS is also compared with few existing deep learning models and it is 

observed that OMDNFIS outperforms all the existing deep learning models with an accuracy of 

98.58%. The proposed OMDNFIS is not only applicable for the detection of tuberculosis, it can 

also be used for prediction or detection of any other diseases. In future, a deep learning model 

can be developed to improve the classification accuracy. 
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