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ABSTRACT  
Agriculture sector works as the source of raw material for non-Agricultural sectors. As much as 60% of the land is used for 

farming in India. It feeds around total of 1.2 billion in population. The population has also been increasing day to day and also 

the agriculture is not able to meet the demanded requirements for the increasing population. Crop yields, meanwhile, have 

already begun to suffer as a result of climate change. Unnatural climate changes can have a negative impact on food 

production and forecasting, which in turn can affect farmers' economics by resulting in low yields. Droughts, floods, heat 

waves, storms, and various more extreme weather events can destroy crops and reduce harvests, and climate change can bring 

about these conditions. Crop output may also be impacted by variations in temperature and rainfall patterns, which may 

change when crops are planted and harvested. These changes can make it difficult for farmers to predict their yields 

accurately, leading to economic losses. It is possible to produce precise crop prediction results by using the right parameters, 

such as soil nutrients properties (Nitrogen, Phosphorous, and Potassium, nutrients concentration, soil type and pH value), 

rainfall patterns, temperature patterns, soil structures, and other factors, such as crop diseases. A crucial aspect of agriculture 

is determining the best crop to grow, and in recent years, machine learning algorithms have become increasingly important in 

this process. This unique research is use of ML algorithms to better precisely recommend the crops based on the  location.  

Supervised learning classification was used for the recomme ndations in this study. This study's main goal is to identify the 

most effective feature selection and classification techniques to predict the best harvest that will thrive in a particular 

environment, including temperature, rainfall, and geographic location in a given state, soil properties, including phosphorus 

(P), potassium (K), nitrogen (N), and pH value, as well as soil type. To provide recommendations for crops that are likely to 

thrive in a particular environment based on the available soil nutrients, an agronomic advisor application can be developed. 

The application can use a suitable classification algorithm to identify the most relevant features of the soil and environment. 

This can help farmers optimize their crop production and maximize their yields.  
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1 INTRODUCTION 

Choosing the appropriate crop is a critical decision for farmers since it has a significant impact on the final yield and is  

Influenced by factors such as the environment and soil type. Selecting the right crop for a particular farm is a challenging 

choice that affects the yield. Expert advice on crop selection or recommendations can be time-consuming and expensive, 

making it difficult for many farms to afford it. Traditional methods of crop selection, such as expert consultations or field 

trials, can be costly and require significant investments of time and resources. As a result, many farmers may not have access 

to expert advice, which can limit their ability to optimize their crop production and maximize their yields. The use of machine 

learning algorithms and agronomic advisor applications can provide a more cost-effective and efficient alternative to 

traditional methods of crop selection. By analyzing relevant data and identifying the most important features, these 

applications can provide farmers with recommendations for the crops that are most likely to thrive in their specific 

environment, based on the available soil nutrients and other relevant factors.  
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The management of system crops to maximize agricultural productivity is one of the key areas of precision agriculture. 
Suggesting suitable crops based on data analysis can help increase crop production while minimizing resource usage, by 

identifying the most appropriate options from a dataset. These programs are crucial for decision-making because they assist 

users in maximizing gains or reducing risks.  

It is vital to develop a system that might provide Indian farmers with predicted information so they could make informed 

crop decisions. In light of this, we propose a system, an intelligent system, that, before advising the user on the crop that  

would grow the best, would evaluate soil characteristics (N, P, K, soil type, pH value, and nutrients concentration), as well 

as environmental variables (rainfall, temperature, and geographic location in relation to state.  

2 LITERATURE SURVEY 

 

In paper [1], Professor Rakesh Shirsath and a number of coauthors suggested a system that helps users select the crop to be 

planted. The method is an online system that any registered farmer can access through a subscription and receive 

personalized information. The system has a module that compiles data from many sources on crops that have already been 

cultivated and recommends a crop that would be a match for planting. To make the procedure easier overall, artificial 

neural networks are used. In case the farmer has any issues while using the system, a feedback method is offered at the end 

to allow the developer to make any necessary improvements.  

   In their research [2], Ji-chun Zhao and Jianxin Guo consider    

   knowledge databases to be big data and make conclusions   

 from the data. The various modules considered include users, knowledge engineers, domain experts, humanmachine 

interfaces, inference engines, and knowledge banks. The knowledge acquisition system collects data for the decision system 

and creates a usable knowledge base to address the problem. The essay makes use of several Hadoop modules to extract 

features. It utilizes unstructured data, processes it with Hive, Mahout and NoSQL then stores the outcomes in HDFS. Only the 

data for the wheat crop was reported; other crops were not taken into account.  

As mentioned in the paper [3], the RSF is a farming recommendation system that takes into account a data analysis, location 

detection module and crop growth database, storage module, and physiographic database. The related location discovery 

module identifies areas nearby the user's current location and researches the crops that are grown there. As a result, 

recommendations are offered to the user using a similarity matrix. The location detection module uses the Google API 

services to determine the user's current location and identify similar sites that are close by. Nevertheless, the system does not 

get user feedback to improve the process.  

The system suggested in paper [4] by authors S. Pudumalar and associated co-authors uses an ensemble technique known as 

Majority Voting Technique, which taps the power of several models to improve prediction accuracy. The final forecast is 

accurate when the majority voting mechanism is used, even if one of the methods predicts incorrectly. KNN, Random Trees, 

CHAID, and Nave Bayes for ensemble are the techniques used. The key elements used in the prediction process are if-then 

rules. The ensemble model provided 88% accuracy.  

The research by Yogesh Gandge and Sandhya [5] is a review paper that looks at several algorithms and how effective they 

are for use in agriculture. It was discovered that multiple linear regression offered a rice yield accuracy of 90–95%. The ID3 

algorithm was used to study the decision tree and generate suggestions for the soybean crop. The third method, SVM, was 

applied to all the crops and had good accuracy while utilizing little computer power. A neural network was used to corn-

related data to obtain 95% accuracy. Also used were LAD Tree, K-means, KNN, C4.5, J48 and Naive Bayes. The 

investigation came to the conclusion that the algorithms still needed to be enhanced for greater accuracy. A dataset from 

Kaggle.com was analyzed for a study titled Agricultural Yield Prediction using Data Mining [6]. The LAD Tree, J48, LWL, 

and IBK algorithms were utilized by the author to analyses the data using the WEKA tool. The accuracy was evaluated 

using specificity, accuracy, RMSE, mean absolute error and sensitivity. Confusion matrices were used to find the situations 

that each classifier correctly identified. The results suggested that pruning could lead to improved accuracy.  

In their study [7] recommended employing ANN, KNN, SVM, GBDT, Random Forest, Decision Tree and Regularized 

Gradient Forest as seven machine-learning approaches for crop selection. The system is designed to recover every crop that 

was sown as well as the timing of its growth at a particular time of the year. The crops providing the best yields are selected 

once the yield rate of each crop has been determined. In order to have the best yields, the approach also recommends which 

crops should be planted in what order.  
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3 METHODOLOGY 

The most appropriate crop will be suggested using the proposed approach, which will make use of many soilrelated 

characteristics. The suggested system's technique consists of multiple steps, as indicated in Fig.1.  

                                    

 

Fig.1 Proposed Architecture Diagram The process includes: 

Data collection: This involves gathering data on soil-related parameters, such as soil pH, nutrient content, and other relevant 

information.  

Data preprocessing: The collected data is then processed and cleaned to ensure that it is accurate and suitable for analysis.   

Model selection: Based on the characteristics of the problem and the data at hand, the best machine learning model is 

chosen.   

Model training: The selected model is then trained using the preprocessed data to create a predictive model. 

Prediction: After being trained, the model might be used to forecast the optimal crop based on the input data.   

Model evaluation: The performance of the model is then evaluated to make sure that it is accurate and reliable. 

Input data: The input data includes soil-related parameters and other relevant information that is used to generate 

recommendations.   

Crop name as an outcome: Based on the input data, the system's final output is the suggested crop name.   

Overall, this process utilizes machine learning algorithms to analyze soil-related parameters and generate personalized 

recommendations for suitable crops. Farmers can use the agronomic advisor application to determine what crops to grow in 

a particular environment.  

3.1 Dataset Collection  

The process of building a machine learning model begins with collecting data. It is important to collect data before 

constructing a machine learning model. It is crucial to obtain a sizable amount of reliable information that is pertinent to the 

issue at hand. Data collection allows us to keep track of past events, which allows us to use data analysis to find repeated 

patterns. This dataset covers characteristics specific to the soil. This primarily consists of the soil and agricultural dataset for 

India over the preceding 20 years. This information collection consists of over 2000 observations from over 20 distinct crops. 

In essence, crops rest on the ground. The soil's fertility is influenced by its texture and the presence of nutrients like nitrogen, 

phosphorus, and potassium. This information also includes historical weather patterns for India.  
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3.2 Pre-processing  

Pre-processing entails taking away anomalies and disturbances from the CSV dataset. Data loss frequently occurs and has a 

direct impact on the final machine learning model's effectiveness and accuracy. This needs to be addressed using a variety of 

strategies, including median and overall column mean. We can quickly clean the dataset using skLearn. It offers an imputer 

class that addresses and replaces values when they are absent. The imputer class accepts arguments such as missing values 

and techniques the imputer employs internally. Using the mean on-axis, missing data are renewed using this method.  

3.3 Feature Selection   

To provide recommendations for suitable crops based on soil related parameters, the following features can be considered:   

Nitrogen (N): Nitrogen is a essential nutrient that is vital for plant increase, and it performs a critical role in the improvement 

of plant life. The availability of nitrogen in the soil can influence the growth and yield of crops. Therefore, the nitrogen level 

in the soil can be a crucial feature for crop recommendation.   

Phosphorus (P): Phosphorus is another crucial nutrient for plant growth and it is involved in various plant processes, such as 

photosynthesis, energy transfer, and root development. The availability of phosphorus in the soil can significantly impact 

crop growth and yield.   

Potassium (K): Potassium is a vital nutrient that is involved in several plant processes, including water regulation, 

photosynthesis, and disease resistance. Therefore, the availability of potassium in the soil can be an important feature for 

crop recommendation.   

Temperature:  Temperature is critical environmental aspect which could impact crop growth and improvement. Different 

crops have different temperature requirements for optimal growth and yield. Therefore, temperature may be a critical feature 

in figuring out the most appropriate crop for a particular region.   

Rainfall: Rainfall is some other critical environmental element which could impact crop growth and improvement.  

Different crops have different water requirements, and the availability of rainfall can significantly influence the growth and 

yield of crops. Therefore, rainfall can be an essential feature for crop recommendation.   

Soil pH: Soil pH can have a significant impact on plant growth and development. Different crops have different pH 

requirements, and the availability of soil nutrients can be influenced by the soil pH. Therefore, soil pH can be a crucial feature 

for crop recommendation.   
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Humidity: Humidity is every other crucial environmental aspect which could affect crop growth and development.   . 

Different crops have different humidity requirements for optimal growth and yield. Therefore, humidity can be a critical 

feature in determining the most suitable crop for a  

specific region.   

To provide farmers with informed recommendations about what crops to grow based on their region's soil type and 

environmental conditions, the crop recommendation system takes into account various soil-related parameters as features. 

This allows farmers to make informed selections about the quality crops to develop.  

3.4 Choosing Machine Learning Model  

When choosing a machine learning algorithm, Random Forest is one of the most liked and widely accepted supervised 

learning techniques. It constitutes a number of decision trees for differential subsets of data, other than using the whole data 

as a single unit. This helps to enhance the accuracy of the prediction of each variable. It makes sense to use Random Forest on 

a large dataset as it can provide results with high accuracy in a minimum span of time. Random Forest,  Decision Tree, 

Logistic Regression and SVM are used in this model.  

3.4.1 Decision Tree   
  

Decision trees are a type of tool that predicts outcomes based on characteristics. They use simple rules to make predictions 

Decision trees can handle both numerical and nominal data. The final prediction is made by gathering and combining all the 

results. 

The Random Tree is a special type of decision tree that selects a random subset of characteristics to make predictions. The 

Random Tree builds multiple decision trees and combines their results for the best prediction                        

3.4.2 Random Forest  

Random Forest helps to minimise overfitting in decision trees by introducing randomness in the tree construction process. 

The technique can handle missing data and still produce accurate results. The computational complexity of Random Forest is 

relatively low compared to other ensemble learning methods. Random Forest can be used for feature selection to identify the 

most important variables in a dataset. 

The technique is insensitive to outliers and noisy data. Random Forest can be easily parallelized, Given that it is capable of 

handling datasets having continuous as well as categorical variables, the Random Forest is a flexible approach that may be 

utilized for a variety of applications. Random Forest often outperforms other machine learning algorithms when dealing with 

classification challenges.   

The steps followed by the Random Forest algorithm are:  

1. The original dataset is divided into n smaller bagged samples of size n.  

2. A decision tree is constructed using input from all N bagged datasets. To calculate the ideal split, impurity measures 

such as Gini Impurity or Entropy are used, and M features are selected at random from the overall number of features in the 

training set to avoid looking at every feature in the dataset during a node split.  

3. The unique outputs of each decision tree are combined into a single result.  

4. For each observation, the outcomes produced by each tree are calculated, if working on a regression problem.  

5. The majority vote is used to make a decision depending on the votes of the majority, if working on a classification 

problem.   

3.4.3 Support Vector Machine (SVM)   

SVM purpose is to identify a hyperplane in which the data points can be effectively separated (where N is the number of 

characteristics). In situations where there are two classes of data points, several hyperplanes can be utilized for classification. 

Data points are grouped into classes, and a hyperplane with the highest margin of difference is selected. By maximizing the 

margin distance, the accuracy of future data point classifications is enhanced.  
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3.4.4 Logistic regression  
  

Observations are categorised into distinct classes using a method known as logistic regression. Examples of categorization 

problems include whether something is spam or not, whether an online transaction is fraudulent or not, and if a tumour is 

malignant or benign. The output of logistic regression is converted into a probability value via the logistic sigmoid function. 

Which logistic regression models are there?  

1. Binary   

2. Failure of the class of multilinear functions, such as sheep, dogs, or cats.  

An approach for predictive analysis is logistic regression, a machine learning technique that is used for classification issues 

and is based on the probability notion. 

 

3.5 Crop Prediction  
  

To determine the best crop variety for a particular region, the crop recommendation system employs a machine learning 

algorithm that takes into account the unique environmental factors of the area. The system utilizes user input data to train the 

model and identify the crop with the highest probability of success. To determine the ideal crop type, machine learning 

techniques including SVM, RF, logistic regression, and decision trees are used. The technology evaluates variables like 

humidity, soil moisture, temperature, and pH levels to suggest which crops farmers should produce.  

4 RESULT ANALYSIS 

The proposed crop recommendation model relies on a crop database and soil factors to suggest the best crop for a given 

soil type. The best crop variety is identified using machine learning algorithms, and the system found that the Random 

Forest technique generated the most accurate results. Table 1 shows the accuracy rates for each algorithm evaluated by the 

system.  

  
Table 1 Proposed methodology performance analysis 

  

Algorithm  Accuracy  

Logistic Regression  
Decision Tree  
Random Forest  
SVM  

95%  
90%  
99%  
97%  

  

In this field, a number of prototypes have been put out that are helping to solve agricultural problems. Indian agriculture 

has enormous untapped potential. The technology that will help farmers by giving them the necessary advice on crops, 

their growth, and other fundamental information still has to be improved to be more compact, accurate, and affordable. 

The majority of the approaches now in use involve manually determining the soil type. The approach had a number of 

drawbacks. The system might not offer the necessary support in other circumstances. Therefore, this work suggested a 

novel strategy that is based on the location, to recommend crops and other strategy to address the drawbacks of existing 

papers.  
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Table 2 Existing research papers performance analysis  

  

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

5. CONCLUSION 
  

The crop recommendation system has been effective in creating a model that can foretell which crops would do best given 

various environmental characteristics including topography, soil type, and climate. The system analyzes vast amounts of data 

to identify optimal crop varieties for different regions and soil types, considering factors such as temperature, rainfall, and soil 

fertility. After extensive research and analysis, the system has found that specific crops are better suited for particular regions 

and soil types. For example, crops that require high levels of rainfall are suitable for areas with high precipitation, while crops 

that can tolerate drought conditions are better suited for regions with low rainfall.     

The predictive model developed by the system uses machine learning algorithms to analyze the data and provide 

customized recommendations to farmers. To recommend the best crops for a given region, the model consider a number of 

variables, including soil pH, nutrient content, and other environmental circumstances. By providing personalized 

recommendations, the system can help to increase crop yields, reduce costs, and improve efficiency in the agricultural 

sector. This, in turn, can contribute to sustainable agricultural practices and food security.   
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