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Abstract 

 

Epilepsy is a chronic neurological disorder distinguished by many types of seizures, some of which are 

characterised by involuntary repeated convulsions that have a significant impact on the patients' 

everyday lives. Several strategies have been presented in the literature to detect these types of seizures 

and identify the patient; however, these tactics fall short in ergonomic difficulties and adequate 

integration with the exercise equipment. This research work , we developed a machine learning 

classification algorithm to determine if EEG data indicates a seizure is occurring. To put it another way, 

the top performing model outperforms random guessing by a factor of 4.3, or "lift." As for the positive 

classes in the test set, it predicts them with a 100% accuracy rate. It is reasonable to assume this level 

of performance if this model is deployed in production to predict whether a patient is having a seizure. 
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1. Introduction 

 

A seizure, often known as an epileptic seizure, 

is a period of symptoms caused by abnormally 

excessive or coordinated neuronal activity in 

the brain. The effects range from entire body 

involuntary trembling and loss of 

consciousness (tonic-clonic seizure) to partial 

body trembling and varied degrees of loss of 

awareness (focal seizure) to modest transitory 

loss of awareness (absence seizure). Although 

episodes are usually less than two minutes long, 

returning to normal can take some time. This 

can result in a loss of bladder control . 

Convulsions can arise for a variety of 

reasons.As described in transitory events that 

can trigger seizures include low blood sugar, 

alcohol withdrawal, prescription drug 

addiction, low blood sodium, fever, brain 

infection, or a concussion. Seizures that occur 

suddenly and for no obvious reason often result 

in a lifetime of epileptic episodes because the 

cause is unknown. Stress and a lack of sleep 

have been connected to the severity of 

spontaneous seizures. In epilepsy, the patient 

has had at least one unprovoked seizure and is 

at high risk of having more seizures in the 

future. Conditions such as fainting, 

nonepileptic psychogenic seizure, and tremor 

can mimic epileptic seizures but are not 

epilepsy. 

 

Any seizure that lasts more than a few minutes 

necessitates rapid medical intervention.Status 

epilepticus is defined in  as a seizure lasting 

more than five minutes.A first seizure does not 

usually necessitate long-term anti-seizure 

medication , unless an underlying problem is 

detected via electroencephalogram (EEG) or 

brain imaging].If a patient has only experienced 

one seizure, it is typically safe for them to 

complete the entire assessment on an outpatient 

basis. Many persons who have what appears to 

be their first seizure have actually had multiple 

lesser seizures before this one. 

 

Ten percent or more of the population may have 

had at least one epileptic episode. According to 

the findings of this study, around 3.5 per 10,000 

people have provoked seizures per year, while 

approximately 4.2 per 10,000 people suffer 

unprovoked seizures per year.A second seizure 

happens in almost half of those who have 

experienced one. At any given time, 

approximately one percent of the population 

suffers from epilepsy It is estimated that over 

3.4 million people in the United States and over 

65 million people worldwide have active 

epilepsy. 

 

2. Literature Review 

 

Epilepsy is characterised by a person's inability 

to control their seizures, which manifests as an 

unpredictable electrical disturbance of the 

brain. Epileptic seizures can be diagnosed with 

the help of an electroencephalogram (EEG) 

recording this abnormality in brain activity. As 

a result, many ML techniques have been 

created for the categorization of EEG data. 

Common ML classifiers include neural 

networks, decision trees, K-nearest neighbours, 

and support vector machines [1,2,3,4,5]. 

Potapov [6] looked into the fact that 

preprocessing of signals can eliminate crucial 

information needed for classification in the 

process of collecting relevant features and 

suppressing noise. Since the starting 

classification data impacts the classification 

accuracy, it is essential that the initial data be 

taken into consideration for the signal 

classification procedure. 

 

For the separation of normal and abnormal 

signals, Harikumar et al. [7] used a genetic 

algorithm to develop fuzzy logic. In order to 

determine an appropriate risk for seizure 

detection, they devised several approaches and 

binary genetic algorithms.  

 

The bootstrap aggregation method and a 

variable Q factor have also been presented as a 

method for diagnosing epilepsy [8]. In addition, 

Mursalin et al. [9] proposed a unique method 

for seizure identification in epilepsy by 

combining a feature selection method and a 

random forest. 

 

Fuzzy logic has been used in a number of 

different ways for the purpose of seizure 

detection in epilepsy [10,11]. These include 

feature selection, feature extraction, and 

dimensionality reduction techniques. Thus, 

numerous investigations address the EEG data, 

with a variety of studies doing various analyses 

for epileptic seizure identification. Sharmila et 

al. [12] developed a paradigm for EEG 

detection of epileptic episodes in both epileptic 

patients and control participants. EEG signals 

are analysed in the designed framework via 
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linear and non-linear classifiers, both of which 

rely on the discrete wavelet transform. 

Thus, numerous investigations address the EEG 

data, with a variety of studies doing various 

analyses for epileptic seizure identification. 

Nevertheless, it is worthwhile and important to 

seek out a genuine method of fixing all these 

problems. This literature survey documents the 

many ML-based approaches to the 

identification of epileptic seizures. 

 

3. Seizure Types And Classification 

When diagnosing a seizure, doctors consider 

three factors: 

1. Where the seizure begins in the brain (e.g., 

the beginning)  

2. Whether or not the person is aware during 

the seizure 

3. Whether or not the seizure causes 

movement. 

Figure 1 depicts the Seizure Types and 

Classification 

 

Seizures can be divided into three major 

groups: 

1. Focal Onset 

2. Generalized Onset 

3. Unknown Onset  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Seizure Types and Classification 

 

3.1 Focal Onset Seizures 

A seizure is termed to have a focal onset or 

focal seizure when it starts in one specific 

location of the brain. The injury could gradually 

spread to other areas of the brain. These types 

of seizures are frequently difficult to detect 

since they show in ways that can be 

misinterpreted as anything from intoxication to 

daydreaming. Around 60% of people with 

epilepsy get focal onset seizures, often known 

as focal seizures. There are two types of focal 

onset seizures based on the state of 

consciousness of the patient during the seizure.   

Previously classified as simple partial seizures, 

the condition is now 2852inimizing as focused 

awareness, in which the patient is aware of their 

surroundings but unable to communicate. They 

are a characteristic of the seizure, but they are 

sometimes misinterpreted as a warning or an 

aura (that a more serious seizure is on the way). 

  

A person suffering from focused impaired 

awareness (also known as a complex partial 

seizure) may complain of bewilderment, 

fuzziness, or disorientation. Tonic-clonic 

seizures cause the victim’s muscles to tension 

and jerk because they originate in one portion 

of the brain and spread to both sides. 

 

3.2 Generalised Onset Seizures 

Generalised onset indicates that the seizure 

affects both hemispheres (sides) of the brain 

from the start. As a result, a person may lose 

consciousness at the commencement of a 

seizure. Because 2852inimizing2852 onset 

seizures almost always influence awareness in 

some way, the labels ‘aware’ or ‘impaired 

awareness’ are not employed. However, they 

can be further 2852inimizing2852 based on 

movement:   Generalised motor seizure: may 

entail stiffening (tonic) and jerking (clonic), 

known as tonic-clonic (formerly known as 

grand mal) or other motions. Generalised non-

motor seizure: These seizures include transient 

shifts in awareness, gazing, and some may 

include involuntary or repetitive actions such as 

lip-smacking. 

 

 

 

3.3 Types of Generalised Onset Seizures 
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This category includes a wide range of seizures. 

These are some examples: 

1. Absence  

2. Tonic-Clonic  

3. Myoclonic jerks  

4. Tonic  

5. Atonic seizures  

6. Clonic jerks  

 

3.4 Unknown Onset Seizures 

It is impossible to identify whether or not a 

seizure is focal or minimising if its onset is 

unknown. The seizure type may shift from 

minimising to focal onset when more 

information is acquired or as further testing is 

performed. A diagnosis of an epileptic seizure 

may be made, however it may be impossible to 

determine the specific type of seizure that 

occurred. Inexperience with seizures or an 

atypical presentation of symptoms could be to 

blame. 

 

4. Problem Statement 

 

About 1.2% of the U.S. population (3.4 million 

individuals) has epilepsy, and over 65 million 

people throughout the world suffer from this 

disorder of the central nervous system. In 

addition, around one in every twenty-six 

persons may develop epilepsy. There are 

several different types of seizures, each with its 

own unique set of symptoms include 

convulsions, coma, and confusion. Even more 

subtle visual indicators of seizures include 

patients’ inability to respond or respond blankly 

for brief periods of time. Injuries such as 

falling, biting one’s tongue, or losing control of 

urination or defecation might result from a 

seizure’s onset. Therefore, these are some of the 

reasons why seizure detection is so important 

for those who are under medical supervision 

and who are prone to seizures. Epileptic seizure 

detection using biometric differences had 

previously proven possible. The EEG is a 

crucial source of data for this purpose since it 

measures electric brain activity, which can be 

used to detect epileptic seizures. However, 

there is no record keeping in the server or the 

display in the current system 

 

5. Proposed Methodology 

 

Seizure detection architectures can detect 

ongoing seizures and deliver 2853inimizing 

seizure data to clinicians for use in controlling 

epilepsy. Closed-loop seizure detection 

systems may also be able to deliver rapid 

therapy in response to seizures at their earliest 

clinical beginnings, 2853inimizing the severity 

of headaches and maybe arresting seizure 

spread. A seizure detection device should be 

able to confirm or deny the presence of a 

seizure that is currently taking place.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Proposed Methodology for Epileptic Attack Detection 
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6. Machine Learning Classifiers 

 

6.1 KNN 

K-Nearest Neighbours is a fundamental 

classification technique in Machine Learning. It 

is classified as supervised learning and is 

widely used in pattern recognition, data mining, 

and intrusion detection. It is extensively used in 

real-world scenarios because it is non-

parametric, which means it makes no 

underlying assumptions about dat.. We are 

provided prior data (also known as training 

data) that categorises coordinates into groups 

based on an attribute. 

  

 

 
 

6.2 LR 

One well-known approach for supervised 

learning is logistic regression. The categorical 

dependent variable can be predicted from a set 

of independent variables using this method. 

Logistic regression is used to forecast the value 

of a dependent variable that is categorical. The 

outcome can only be a categorical or discrete 

statement. Instead of reporting the exact result 

as 0 or 1, it displays the probability values that 

lie between those two extremes. 

= e^(b0 + b1*x) / (1 + e^(b0 + b1*x)) 

 

6.3 SGD 

Gradient Descent is an iterative optimisation 

procedure that seeks the optimal value 

(Minimum/Maximum) of an objective 

function. It is one of the most used ways for 

modifying a model's parameters in order to 

lower a cost function in machine learning 

projects. The basic purpose of gradient descent 

is to find the model parameters that yield the 

highest accuracy on both training and test 

datasets. In gradient descent, the gradient is a 

vector indicating in the general direction of the 

function's sharpest climb at a given point.  

 

 
 

6.4 NB 

Nave Bayes is a simple learning technique that 

use the Bayes rule along with the strong 

assumption that the attributes are conditionally 

independent, given the class. While this 

independence requirement is frequently 

violated in practise, naive Bayes often produces 

competitive classification accuracy. With its 

computing economy and many other desirable 

characteristics, naive Bayes is commonly used 

in practise. 

 

P(A|B) = P(B|A) * P(A) / P(B) 

 

6.5 DT 

When it comes to supervised learning 

algorithms, a decision tree is a powerful tool 

that may be used for both classification and 

regression. Each internal node represents an 

attribute test, each branch represents a test 

outcome, and each leaf node (terminal node) 

holds a class name, producing a tree structure 

reminiscent of a flowchart. The tree is 

constructed by repeatedly subdividing the 

training data into subsets according to attribute 

values until a stopping criteria is reached, such 

as the maximum depth of the tree or the lowest 

number of samples needed to divide a node. 
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,   

 

Gain(T,X) = Entropy(T) — Entropy(T,X) 

 

6.6 RF 

In the realm of machine learning, Random 

Forest is a popular supervised learning 

technique. It can be used to solve machine 

learning problems including both classification 

and regression. The name suggests that 

Random Forest is a classifier that uses many 

decision trees trained on different parts of a 

dataset and then averaging the results to 

increase the dataset's predicted accuracy.In 

place of a lone decision tree, the random forest 

compiles the predictions of several smaller 

trees to arrive at a final prediction. More trees 

in the forest mean better accuracy and less 

likelihood of overfitting. 

 
 

6.7 GB 

Gradient boosting is a method that stands out 

because of how fast and accurate it is at making 

predictions, especially with big and complex 

datasets. This algorithm has given the best 

results in Kaggle competitions and company 

machine learning solutions.  

We already know that mistakes are a big part of 

any algorithm for machine learning. Bias error 

and variance error are the two main kinds of 

mistake. The gradient boost method helps us 

reduce the amount of bias error in the model. 

 

F(t)(x)=F(t−1)(x)+εh(t)(x). 

 

Database 

The dataset can be found here in UCI's machine 

learning repository. The dataset contains 4097 

electroencephalogram (EEG) values per subject 

over a period of 23.5 seconds, with a total of 

500 patients. The 4097 data points were then 

separated into 23 chunks, one for each patient, 

and each chunk corresponded to one row in the 

dataset.  

Each row has 178 readings that are converted 

into columns; in other words, one second of 

EEG readings is represented by 178 columns. 

There are 11,500 rows and 179 columns in all, 

with the last column containing the patient's 

status, which indicates whether or not the 

patient is having a seizure. 
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Data Preprocessing 

The first step in every data mining project is 

known as "data preprocessing," and it entails 

translating raw data into a usable format. There 

is a high probability of errors and other 

problems in real-world data since it is 

frequently unreliable, inconsistent, and/or 

missing in specific behaviours or trends. 

Preprocessing data has been shown to be 

effective in addressing these kinds of problems. 

The purpose of data preparation is to get raw 

data ready for analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Data Preprocessing 

 

Feature Engineering 

Our machine learning algorithm requires a set 

of numerical variables, thus we must go 

through the process of "feature engineering" to 

convert characteristics that are currently in a 

category or ordinal form. In order for our 

machine learning algorithm to grasp categorical 

string variables like one-hot encoding or 

ordinal variables like label-encoding, we must 

first process them. Since all of the columns in 

the epilepsy dataset are EEG readings, there is 

no need to further enhance the 178 features 

(columns) that make up the dataset.   Depending 

on the number of samples available, we can 

typically divide the dataset into training, 

validation, and test samples in the ratio of 

50:25:25, 60:20:20, or 70:15:15. Even a split of 

98/1/1 is possible with a very large dataset 

(hundreds of millions of rows). We need to use 

the bulk of our dataset for training our machine 

learning algorithm, which is why we employ a 

training split. Hyperparameters are fine-tuned 

and the top performing method is chosen using 

the validation dataset. Our machine learning 

model is put to the test on the testing dataset. 

 

7. Results And Discussion 

 

Our research has shown that the GB classifier 

is the most effective and efficient with an 

accuracy of 100% of the available options in the 

vast majority of cases. Table 1 depicts the 

accuracy of various machine learning 

classifiers. In the initial run, it performed with 

an impressive 98.4 percent accuracy in a 

relatively short length of time. Also showing 

early promise was RF which achieved an 

impressive 99.50 % accuracy.  
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Table 1.  Performance of ML Classifiers 

Model Accuracy Recall Precision Specificity AUC 

KNN 62.30 24.80 99.30 99.80 99.10 

LR 67.20 53.60 73.60 80.80 64.00 

SGD 57.50 53.70 58.20 61.30 56.60 

NB 93.10 89.30 96.60 96.80 98.10 

DT 97.40 95.40 99.50 99.50 98.20 

RF 95.50 92.20 98.70 98.80 99.50 

GB 1.000 1.000 1.000 1.000 1.000 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Performance of ML Classifiers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Accuracy 
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ROC Curve 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. ROC Curve 

 

8. Conclusion 

 

We developed a machine learning classification 

algorithm to determine if EEG data indicates a 

seizure is occurring. To put it another way, the 

top performing model outperforms random 

guessing by a factor of 4.3, or "lift." As for the 

positive classes in the test set, it predicts them 

with a 100% accuracy rate. Figure 4 and 5 

clearly depicts the accuracy of various machine 

learning classifiers. It is reasonable to assume 

this level of performance if this model is 

deployed in production to predict whether a 

patient is having a seizure. 
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