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Abstract— An unsupervised algorithm is applied on a 

cleaned dataset to obtain analytical visualizations that depict 

the trends of the medicine purchase behavior of the Hospital, 

from which business decisions can be made to minimize 

medicine wastage, to plan better utilization of resources for 

medicines. First, three drugs are obtained dated for six months 

of data. There are three distinct drugs in Antibiotics. The 

datasets are then cleaned to remove optional parameters that 

will skew the algorithm. After the cleaning is completed, the 

medicines under one category are merged into one dataset. 

Then the K-Means Algorithm has been applied to it in the 

JupyterLab environment using Python. The output depicts the 

usage of a particular medicine, which medicine is being bought 

the most in a specific category and even tells us which gender is 

using each medicine. Theoretically, these visualizations can 

help the pharmacy plan on reducing expenditure on buying 

medication in the first place. 

Keywords—Medicine, Pharmacy, Data, Healthcare Analytics, 

Clustering Algorithm, K-Means, Resource Planning.  

 

I. INTRODUCTION 

 
Medicines being unused and unsold is a significant loss 

of revenue to a hospital or a pharmacy[1]. Although this does 
not affect the manufacturers of the drugs, it affects the 
hospitals adversely as they can save resources instead of 
spending it on medicines that will not be sold in the long run. 
Business Intelligence is required for any corporate 
establishment to compete in the market. As such, a 

healthcare analyst must find out viable business metrics on 
which actions can be taken for the benefit of the 
organization. Given the enormous amounts of data that are 
present in the healthcare system, numerous fronts can be 
explored. In this, pharmaceutical data, in particular sales 
data, is being investigated using an unsupervised algorithm. 
Data science in the healthcare industry is still in its 
embryonic stages. Applying unsupervised or supervised 
clustering algorithms to health data after identifying key 
business metrics will help in zeroing in on to the issue at 
hand and help address it., with the potential to increase 
profits in this scenario. 

II. THE EXISTING PROBLEM 

 

A. Current Scenario 

An excess of unused medicines can happen due to 
overstocking. It's not just hospitals but also households, 
NGOs, offices stock up drugs past their expiry date, and 
donate them to local pharmacies. In some instances, 
repackaging and rebranding of the medicines also take place. 
Ecopharmacovigilance (defines as science and activities 
concerning detection, assessment, understanding, and 
prevention of adverse effects or other problems related to the 
presence of pharmaceuticals in the environment, which affect 
humans and other species) is gaining momentum. A study in 
Ghana showed that 4/5 households dispose of medicines 
without following due procedure. These drugs – due to their 
plastic packaging – are not degradable biologically. For 
example, in India, rules for handling waste apply to solid 
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waste, hazardous waste, bio-medical waste (BMW), plastic 
waste, e-waste, and batteries. BMW rules apply to medicines 
that are expired, contaminated, and should be disposed of 
carefully by incineration. Another critical factor is that 
hazardous, radioactive chemicals in certain medicines still do 
not fall under the BMW category[1]. Therefore, better rules 
are required for enforcing and accountability to prevent 
medicine wastage.  

Instead of stocking up on too many medicines, is it possible 
to estimate the number of medications required by clustering 
previous medicine data for a given organization?   

 

B. Data Mining's Role in Healthcare 

Data Mining is gaining momentum in every field as all 
businesses and enterprises rely on data to drive their business 
and make effective business decisions that boost their value. 
However, it has not been thoroughly utilized in the 
healthcare sector. Data mining is an emerging tool in the 
field of healthcare. The opportunities where data can be used 
is immense - be its patient data, medical records, insurance 
data, safety data. As such, it has a significant load of 
potential to uncover trends and patterns when data mining 
techniques such as clustering, regression, and classification 
are applied. In one instance, people with the genes for 
diabetes were identified based on certain factors the medical 
experts observed from patients who had diabetes. As a result, 
care for the patient who might get diabetes started way in 
advance, therefore saving his life from grave danger[5]. 
Vaccines can be planned better; sanitation can be enforced 
better, diseases can be diagnosed sooner as a result of 
applying data science to this industry[5, 6]. Because of the 
gigantic amounts of data in this field, it is key to making 
business as well as medical decisions, which can be a matter 
of life and death. Medical data mining produces business 
intelligence, which is useful for diagnosing the disease. 

 

III. METHODOLOGY 

 

A. Clustering 

It is a data science technique that helps us make meaning 
from a dataset. It is a task to identify smaller groups in the 
data, which are different from other groups[2]. However, 
within one subgroup, all the items are very similar. The 
similarity measure that's used to measure this homogeneity is 
Euclidian or Hamming Distance[4].   

It can be used to find people that are similar in terms of 
behavior, for example. This logic is even used in advanced 
imaging where image processing methods are used. It is an 
entirely unsupervised algorithm as it explores the data by 
itself and finds the result by itself[2]. In comparison, a 
supervised algorithm requires a hard target input by the user.   

 

B. Unsupervised Clustering Analysis 

Unsupervised algorithms are those algorithms that do not 
have a hard target. They cluster the dataset and explore the 
dataset without input from the user as to how to proceed. As 
a result, previously unknown and unexpected trends can also 
be found.[2] 

In a cluster, similar items are grouped. So one cluster's 
characteristics and intrinsic properties are inherently 
different from the other cluster's properties. However, within 
a cluster, the features are similar for each item. Some of their 
applications include detecting anomalies, grouping items 
from a vast dataset, finding behavior patterns of consumers 
purchasing items on online platforms. Fig.1. Explains the 
working of an unsupervised algorithm visually. 

 

 

 

 

Fig. 1. Process of an Unsupervised Algorithm. 

 

C. K-Means: An Unsupervised Algorithm 

This algorithm is iterative and tries to separate the dataset 
into clusters. These clusters are distinct, but within a cluster, 
the points are incredibly similar, which is why they are 
clustered together in the first place[2]. Data points are 
assigned to a cluster in that the addition of the squared 
distance between the data points and the cluster's centroid the 
least. In a cluster, if the scores are similar,  they are said to be 
homogeneous[3].  The procedure is as follows: 

 

1. Define cluster number K.  

2. Shuffle the dataset and then choose K points for 
centroids.  

3. Repeat the above step till the centroid does not 
change. 

4. Calculate the squared distance sum(of data 
points and centroids)  

5. Clusters are made by assigning points.  

6. Calculate the mean of all data items that belong 
to a particular cluster to get the centroid.  

 

How K-Means decides on the number of clusters is by 
something called the Elbow Curve. This is based on the sum 
of squared distances between data points and their assigned 
cluster's centroids.[3] 
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IV. ALTERNATE METHODOLOGY 

 

A. DBSCAN  

DBSCAN(Density-Based Spatial Clustering of 
Applications with Noise) is a method of clustering that 
separates high-density components from the lower 
density components.[4]  

 

Advantages of DBSCAN:  

 Given enough data, it clusters high vs. low density 
very effectively. 

 It handles outliers also in the clustering. 

 

Disadvantages of DBSCAN:  

 Cannot handle variations in the densities. 

 Cannot handle similar densities. 

  

B. Gaussian Mixture Models 

Gaussian Mixture Models(GMM) is an algorithm that 
clubs data points from a single distribution and makes them 
into a cluster. These are probabilistic models that use the soft 
clustering approach to distribute the points in different 
clusters[4].  

 

Advantages of GMM:  

 Most effective clustering.  

 Clusters outliers also.  

 

Disadvantages of GMM -   

 It needs enormous amounts of data. 

 Not suitable for small datasets. 

 

V. GOALS 

 
As K-Means is an unsupervised algorithm[2], we do not 

explicitly tell the algorithm what to find. It finds clusters 
based on its algorithm and outputs trends and explores the 
data on its own. These are the goals which were later found -    

 To determine which medicine is used the most 
in each category.  

 To determine what is the usual quantity bought 
by a customer for a particular category.[1]  

 To observe if medicines bought vary by gender 
(male and female).  

Theoretically, these visualizations can help the pharmacy 
plan how many drugs to stock up on in a particular season 
for a specific category, thereby reducing expenditure on 
buying medicines in the first place.  

 

VI. TECHNICAL AND DATA REQUIREMENTS 

 
The data has been obtained from a Hospital in India on 

the condition that patients' privacy is respected and the data 
be anonymized. Due to privacy concerns, the datasets have 
been anonymized and cleaned with only the required three 
parameters present in the new dataset on which the algorithm 
operates. The cleaned dataset contains no information that 
can be traced back to the original consumer of the 
medication. The following three medicines were chosen in 
the 'Antibiotics' category as they were the most prominent 
medicines sold in the mentioned category for the selected 
Hospital: 

1. Augpen 625. 

2. Augpen 325. 

3. Cetil 250. 

 

The parameters required for the analysis are:  

 Month. 

 Gender. 

 Quantity of tablets. 

 

 

The K-Means code is run on the JupyterLab environment, 
and the language used is Python, specifically the NumPy, 
pandas, and matplot libraries which are required for the data 
processing and the visualization.  

 

A. Steps to be followed 

 
1. Identify and shortlist the medicines. 

2. Select the required parameters(it can be more 
than the previously mentioned according to 
insight and business requirement). 

3. Obtain the dataset from the Hospital or 
pharmacy. 

4. Clean the dataset of unnecessary and unrequired 
rows and columns that can skew the data and 
affect our visualizations. 

5. Obtain the K-Means python code from any 
open-source platform. 

6. Convert the datasets into CSV files, as required 
by K-Means variables. 

7. Run K-Means. 

8. Infer insights from the visualizations. 

 

VII. EXECUTION OF K-MEANS ANALYSIS 
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The required libraries(numpy, pandas matplotlib, 
seaborn) are imported into a notebook on JupyterLab. After 
the importing, the data files are opened in the CSV format. 
The data frame needs to be allocated as per memory 
allocation such that the info for the file description is readily 
available for the algorithm to use. To crosscheck, use 
describe data to find whether the dataset is well placed.  

  

Next, the covariance is estimated between the three 
quantities among themselves to see if there is any fluctuation 
between the two parameters for each. After the estimation, 
the information is checked to confirm if it has been 
appropriately uploaded, read, and stored, as shown below. 

 

 

Fig. 2. Information of the uploaded data frame. 

The data frame needs to be allocated as per memory 
allocation such that the info for the file description is readily 
available for the algorithm to use. To crosscheck, describe 
data is used to find whether the dataset is well placed.  

 Next, the covariance is estimated between the three 

quantities among themselves to see if there is any 

fluctuation between the two parameters for each. Gender 

and month are compared first, shown by fig. 3. 

In figure 3, there are no dots plotted between points 4 to 10 

on the Y-axis as we had data from November(11) to 

April(4), and the missing months of data correspond to the 

missing dots. We see that there is no significant variation in 

figure 3; purchases have been made in every month. 0 

depicts females on the X-axis, and 1 illustrates male on the 

Y-axis.  

 

 

Fig. 3. Covariance of gender and month parameters. Scale: X-axis 
(Gender) = 0.2 and Y-axis (Month) = 2.  

 

After the first covariance, we check for gender and 

quantity. In fig. 4, on the Y-axis, dots are plotted, which 

shows the number of tablets bought.  0 depicts females on 

the X-axis, and 1 illustrates male on the Y-axis.  

After the second covariance, we check for the final 

covariance between quantity and month. Fig. 5 depicts the 

number of medicines bought plotted as dots in a particular 

month.  

 

 

 

 

 

Fig. 4. Covariance of gender and quantity parameters. Scale: X-
axis(Gender) = 0.2 and Y-axis(Quantity) = 2.5.  



 

2061 

Eur. Chem. Bull. 2023,12(5), 2057-2063                              

 

 
Fig. 5. Covariance of  quantity and month parameters. Scale: X-

axis(Quantity) = 2.5 and Y-axis(Month) = 2. 

 

Since the covariances are successfully estimated, the 

quantity of medicines purchased is determined by plotting 

histograms for quantifiable measures. 

In fig. 6, it is observed that 5 and 10 tablets are the most 

frequently bought number of medicines for a single 

purchase. This helps estimate the typical illness for which 

the antibiotics are prescribed. However, this does not 

convey whether the patients are following through with 

consuming the medication after the purchase is made. 

 

 
Fig. 6. Antibiotics – the number of tablets bought in a typical purchase. 

Scale: X-axis (Quantity)=2.5 and Y-axis (Max number of 

repetitions)=>120.  

 

Since the quantity histogram is visualized, the same needs to 

be done for the month parameter, as shown below in fig. 7. 

 

 
Fig. 7. Antibiotics – a month in which most purchases occurred. Scale: X-

axis (Quantity)=2.5 and Y-axis (Max number of repetitions)=>120.  

 

March has witnessed the most purchases out of the given six 

months of data.  

Finally, the third parameter of gender is now plotted, similar 

to the previous two histograms, as shown below in fig. 8. 

 

For antibiotics, this histogram shows which gender has 

made more purchases on the whole. The male gender has 

purchased more of this medication than the female gender.  

 

 

 
Fig. 8. Antibiotics – the gender which purchased more. 0 denotes female, 

and 1 denotes male. Scale: X-Axis = 0.2 and Y-axis = Max. items in each 

dataset.  

The covariances and the histograms have been computer and 

visualized by K-Means Analysis. Further for example to 

find out a specific quantity range, the number of instances 

where a particular medicine has been bought in quantity 

exceeding ten units can be computed.  

 

The following table in fig. 9 lists the instances where a drug 

has been bought more than ten times. This quantity can be 

adjusted accordingly for the required number while running 

the code. Augpen 375 is purchased the most in amounts 

exceeding ten units. 
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Fig. 9. A table is indicating medicines bought in excess of 10 units. 

 

For the purpose of preprocessing the CSV files to fit into an 

array, we scale the data from their current values and 

transform them into a min-max set. This preprocessing is 

done by using sklearn library and the dataframe is 

transformed. Fig. 10 displays the output after the 

preprocessing is finished. 

 

 

 

Fig. 10. Preprocessing of data into an array. 

 

The array transformation is required for the algorithm to 

plot the data points in a cluster effectively. Following the 

array transformation, an elbow curve is planned to find the 

number of clusters necessary as recommended by the 

algorithm. An iterative loop from 1-20 takes place as it's a 

general case of data. This is the optimum range for the given 

dimension of data. A score is created to find how well our 

arbitrary assignment of points compares to the original 

dataset in clustering. The number of clusters are plot on x-

axis and the score on y-axis. 

 

 

As visualized in figure 11, the Elbow Curve breaks at 

Number of Clusters(NC) = 2, almost equal to 3. The change 

in points are points of inflection and confirm that these are 

the critical points by which we can cluster in the most 

optimal nature.  

 

 
Fig. 11. The number of clusters formed by Elbow Curve. Scale: X-Axis = 

required clusters and Y-Axis = score of units. 

Since the number of clusters has been confirmed by the 

elbow curve, K-Means clustering algorithm is now used 

with a maximum iteration set at 300 and then predicted.  

 

In fig.12, Plotting yields useful information about which 

gender is buying which cluster of medicine in a month. 

Cluster 1 (green) indicates the drug bought the most while 

cluster 2 (red) and cluster 3 (blue) indicates the successive 

clusters. 0 on the X-Axis indicates the months. On the Y-

axis, 0 indicates females and 1 shows a male. Therefore, a 

green dot on the Y-axis' 1' would mean the most bought 

medicine for males in that month. 

 

 

Fig. 12. Scatterplot of three clusters of medicines. Scale: X-axis = month 
and Y-axis = gender (0 being female and 1 being male) 

The clustering is verified by calling upon the head section of 

the dataframe, and the output is shown in fig. 13. 
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Fig. 13. Result of clustering. 

The clustering result is shown as '0' denoting the array in 

respective clusters, which contains the most number of data 

points after the array transformation. This can be verified by 

estimating the fit of the cluster. The final result of the cluster 

is shown as data points of cluster ‘0’, which contains the 

most points in figure 14. 

 

 

Fig. 14. The sample output of the cluster '0' showing the data points it 

contains in an array. 

VIII. RESULTS AND DISCUSSION 

 
K-Means analysis has been successfully implemented to 
the dataset with the prescribed parameters. Clustering is 
accomplished, and the number of required clusters for all 
the three categories is 3 clusters. 

- The covariance is adequately measured and show 
that it is plotted as dots on the X, Y-axis depicting 
the numbers.  

- The histograms show us the number of medicines 
bought, in which month it is purchased, and the 
gender which is buying more of the drugs. This data 

can be played around with and be modified 
according to the need of the organization. 

- By selecting a quantity range, it is determined how 
many medicines are being bought in what 
quantities, repetitively in each category. This 
information can be used for the packaging of the 
drugs efficiently for the required number of 
medicines. 

- The elbow curves are successfully plotted, and they 
determine the number of clusters to be used, 
therefore defining the number of clusters required 
and clustering according to the dataset input by the 
user. 

- The final clusters are spaced far away from each 
other, showing that similar items are clustered 
together, telling us that K-Means has been 
successful.  

 

 

IX. CONCLUSION AND FUTURE SCOPE 

 

The method used is successful in determining the number of 

medicines bought, which antibiotics are accessible, which 

gender is buying more of what dose. Therefore, by applying 

the K-Means algorithm in the prescribed steps, gleaning 

useful information in the form of analytics is now possible 

using data mining. This provides us with crucial information 

and can now be used for real-world applications on 

pharmacies to better plan drug expenditure, wastage of 

medicines by knowing how many medications are usually 

being sold in a particular season or a month and storage. 

This model of gleaning business intelligence using data 

mining  
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