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Abstract: Supervised and unsupervised learning mechanisms are two subcategories of machine 

learning techniques that use sample data to train mathematical models. It uses statistical methods 

to predict an outcome that can generate actionable insights. Predictive machine learning 

algorithms use historical data as input and apply different algorithms to the dataset to forecast 

the future. This study focuses on various classification algorithms and their performance 

analysis. Motivation behind this study is to identify the best classification algorithm that can 

provide the most precise results based on performance metrics. In this study, eight classification 

algorithms are compared to determine the optimal approach for the early detection of diabetes 

using a specific diabetes dataset. The analysis performed in this study provides the research 

directions to the researchers for further work in this area. 

Keywords: Machine learning, predictive analytics, Classification Techniques, Supervised 

learning, Unsupervised learning. 

1. Introduction 

Massive amount of data has been produced by the quick growth of technology, thereby 

necessitating the use of efficient data extraction and data analysis techniques to isolate useful 

information [1]. An emerging field in Data Science, Machine Learning (ML) attempts to mimic 

human intelligence by training computers to act smart. ML is capable of learning and enhancing 

the performance of particular activities even without explicit programming [2]. Time series 

forecasting, web search, email filtering, recommendation systems, stock trading, credit scoring, 

and fraud detection are just a few of the domains where ML is successfully used [3]. Supervised, 

Unsupervised, Semi-Supervised, and Reinforcement Learning (RL) are major types of ML 

techniques [3]. Supervised learning-based algorithms are categorized into two types: Regression 

& Classification. To predict a continuous value, such as the cost of a home or the caloric content 

of food, regression algorithms are used. Classification algorithms analyze data and assign 

categories or labels to new observations based on patterns and relationships identified in the 

training data, like finding whether a tumor is cancerous or not [4]. Classifiers are trained from 
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examples using supervised learning, which uses labeled data to identify patterns and learn from 

observations until it reaches a particular level of performance [4]. Unsupervised learning does 

not employ labeled data or knowledge of the anticipated result. It analyses the data and makes 

use of the knowledge to cluster or group data [5]. Similar to supervised learning, semi-

supervised learning increases performance by extracting relevant patterns from a combination of 

labeled and unlabeled data [6]. RL, as a part of Machine Learning, involves using trial and error 

to learn optimal behaviors through interaction with the environment. [7].  

Classification algorithms can accurately categorize data, allowing for streamlined decision-

making and identification of patterns and trends. This study aims at comparing eight 

classification algorithms to predict diabetes using dataset from Kaggle [8].  Random Forest 

Classifier (RFC), Support Vector Classifier (SVC), Decision Tree Classifier (DTC), Gradient 

Boosting Classifiers (GBC), Naïve Bayes Classifier (NBC), Ada Boost Classifier (ABC), 

Logistic Regression Classifier (LRC), and K-Nearest Neighbor's Classifier (KNC) are the 

classification algorithms that are compared using various performance metrics in this study. The 

current study provides the better understanding of classification techniques by investigating the 

association between data values.  

The remaining study is presented in six sections. Section two introduces the most pertinent 

literature related to the study. Section three covers the methodology, dataset preprocessing, 

different classification algorithms used, and the metrics for performance evaluation at granular 

basis. In Section four, the output is examined and demonstrated using eight classification 

algorithms for performance assessment. Finally, the study's conclusion is presented in Section 

five. 

2. Review of Literature 

Several studies are available in the literature that compares different classification algorithms. 

This review examined some of the major studies, which help experts to choose suitable 

classifiers for their problems and contribute to the development of more effective and reliable 

predictive algorithms. 

 Hashem et al., in 2019, compared four classification algorithms LRC, SVC, DTC, and artificial 

neural networks (ANN) based on performance metrics such as precision, accuracy, recall, and 

F1-measure to predict attack anomalies. For DTC, RFC, and ANN, the test accuracy results of 

the system were interpreted to be 99.4%. Despite the same accuracy among these techniques, 

alternate metrics depicted that RFC's performance was eventually better [9]. 

Titus et al., in 2020, compared four classification algorithms like NBC, SVC, DTC, and RFC 

based on performance metrics like precision, accuracy, recall, and F1-measure to predict 

diabetes. SVC showed the highest accuracy and precision, while NBC and SVC performed same 

in F-measure and recall [10]. 

In 2020, Ahamed Khan et al. compared the performance of 12 classification algorithms, 

including Modified K-mean, SVC, J.48, NBC, Decision Table, PCA-LDA-SVC, LRC, DTC, 

ANN, LDA, CART, and RFC. The algorithms were evaluated based on their accuracy in 

percentage, with results ranging from 92.16% to 99.81%. RFC achieved the highest accuracy of 

99.81%, making it the best-performing algorithm in the study [11]. 

In 2021, Susan Cheragi et al. evaluated the power of computed tomography-based radiation 

features in predicting chronic kidney disease (CKD) risk in patients going through radiotherapy 
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for abdominal cancer. The study was conducted on 50 patients who received radiotherapy for 12 

months. Six classifiers were used to predict CKD, of which RFC performed best with AUC and 

of accuracy 0.99 and 94%, respectively, and most patients (58%) had CKD [12]. 

In 2022, Dey et al. a ML approach is proposed to accurately diagnose stroke using unbalanced 

data. They used the ROS intercept technique to balance data and analyzed eleven classifiers, 

including SVC, RFC, KNC, DTC, NBC, Voting Classifier (VC), ABC, GBC, Multilayer 

Perceptual Classifier (MLPC), LRC, and Nearest Centroid Classifier (NCC). Ten classifiers 

SVC, RFC, KNC, DTC, NBC, VC, ABC, GBC, MLPC, and LRC predicted around 90% results 

in terms of accuracy before data balancing. The 4 classifiers SVC, RFC, KNC, and DTC 

presented greater than 96% accurate results post balancing data using the method of over-

sampling. SVC has 99.9% accuracy, 99.9% precision, 99.9% recall and 99.9% F1 target, 

followed by RFC achieving 2
nd

 highest accuracy of 99.87% with an error of 0.001% [13]. 

Liu et al., in 2022, analyzed students' learning behaviors using ML classification algorithms, 

such as RFC, SVC, LRC, and Neural Network (NN), with interactive learning data 

environments. Authors predicted the students' learning outcomes using performance metrics like 

F1-score and accuracy. NN produced the best result among these algorithms with 88% F1 score 

and 81.3% accuracy [14]. 

The importance of performance measurements in achieving effective supervised learning 

outcomes, especially through classification-based algorithms, was emphasized in the literature 

study. The study evaluated the effectiveness of various classification algorithms using different 

performance metrics. However, the study identified the need for further exploration of the 

efficiency of these algorithms on diverse performance metrics to increase their practicality for 

everyday use. The current study compares eight classifiers based on performance metrics, like 

precision, F1-score, support, recall and accuracy to provide more reliable insights. 

3. Methodology 

 

ML algorithms are used to make predictions and decisions based on data sets. One of the most 

popular types of ML algorithms is the classification-based prediction algorithm, which aims to 

classify data into different categories based on a set of input variables. In this study, the 

performance of eight classification algorithms are evaluated on a diabetes dataset. 

 

The accuracy of these algorithms is the main factor that determines their usefulness in practical 

applications. This paper includes metrics such as precision, F1 score, accuracy, recall, and 

support for measuring the performance of classification-based prediction algorithms. However, 

the performance of these models can vary depending on factors such as quality and quantity of 

data, the choice of algorithm, and the hyperparameters used in the algorithm. In this study, the 

diabetes dataset is used for further evaluation of predictive algorithms. Figure one shows the 

work flow of the current study. 
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Figure1: Work Flow Chart 

3.1 Selection of Data Set 

The dataset used in this study is based on diabetes to identify the condition in early-stage 

patients. Diabetes is a serious problem in India, where more than 30% of the population suffers 

from diabetes, as shown in the Pima Indian Diabetes Dataset obtained from Kaggle [8]. This 

data set contains the medical records of 768 female patients. There are eight numerical input 

variables in the sample and “Result” being output variable shows "0" value when diabetes test is 

significantly lower and a "1" value when diabetes test is significantly higher. Insulin levels, skin 

depth, glucose levels, blood pressure during pregnancy, body mass index, diabetes spectrum 

function, age, and outcome are factors included in the diabetes data set. The aim of diagnostic 

measures is to determine whether a patient is diabetic or not. Selection of these specific events 

from a larger database is subject to several limitations. In diabetic dataset, minimum condition 

for any patient to be considered is to be a woman along with minimum age of 21 years. 

 Source of dataset: https://www.kaggle.com//datasets//mathchi//diabetes-data-set 

Table1: Nine features with description 

 
 

3.2 Pre-processing of Data 

To improve the quality of data set missing values are managed. As indicated in Equation 1, the 

mean values are used to account for zero or missing values in the input feature of the data set 

rather than discarding the entire record. A benefit of using the mean for calculation is that it 

eliminates the need to add duplicate values to the continuous data being calculated. Table 2 

shows the sample instances of datasets before introducing missing values and Table 3 shows the 

sample instances of the dataset after putting average/mean values in place of missing values. 

 ( )  {
    ( )                    

                                         
     (1) 

 

https://www.kaggle.com/datasets/mathchi/diabetes-data-set
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Table2: Dataset with missing data 

 
 

 

Table3: Dataset after removal of missing data 

 
 

 

3.3 Predictive Classification Algorithms  

Predictive classification algorithms use patterns and relationships in labeled data to predict a 

category or class of new data points. These algorithms use various statistical and mathematical 

techniques to create a model that can generalize to new data points. In supervised learning, 

algorithms are trained on labeled datasets where input data points are associated with known 

output classes. Common predictive classification algorithms include LRC, SVC, NBC, DTC, 

GBC, ABC, RFC, and KNC, which are used in a variety of applications such as recognition of 

image, sentiment analysis, fraud management, and spam filtering. Predictive classification 

algorithms can automate data-driven decision-making, increasing efficiency and accuracy in a 

variety of areas. The performance of predictive classification algorithms is defined using metrics 

such as recall, support, and Macro Average etc. [15]. 

3.3.1. Logistic Regression Classifier (LRC) 

LRC is a predictive classification algorithm used to model the relationship between one or more 

predictor variables and a binary response variable. The algorithm analyzes patterns and 

relationships in the labeled data to determine the probability that a new data point falls into one 

of two categories. The output of the model is a logistic function that maps the input variables to 

the predicted probability values. LRC assumes a linear relationship between predictor and 

response variables and uses maximum likelihood estimation to optimize model parameters. The 

algorithm is widely used in various problems such as customer segmentation, fraud detection, 

and disease diagnosis [16]. 

3.3.2. Support Vector Classifier (SVC) 

The SVC algorithm allows for the direct classification of subsequent data points by finding the 

optimal line or decision boundary that divides the n-dimensional space into classes. Hyperplane 

defines the optimal boundaries for making choices. It provides extremely accurate results when 

the data is linearly or non-linearly separable. If the data can be divided into two classes along a 

straight line, the output of the SVC is a separating hyperplane; this hyperplane optimizes the 
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separation between classes. As a supervised technique, SVC can be used for both Regression 

and Classification. By applying kernel tricks to data-set, it can make sense of it and set a good 

bound on the resulting range [17]. 

3.3.3.  Naïve Bayes Classifier (NBC) 

NBC is a simple family of "probability classifiers" in statistics that uses Bayes' theorem by 

assuming the independence of elements. Combined with kernel density estimation, these models 

are among the simplest Bayesian network models and can achieve higher accuracy [18]. 

3.3.4. Gradient Boost Classifier (GBC) 

GBC operates by constructing a series of DTC iteratively, with each successive tree trained to 

correct the errors in the previous tree. In other words, "boost" the performance of the model by 

teaching it from its mistakes. GBC is a powerful algorithm that can handle different data types 

and can be adapted to different use cases. Furthermore, it is effective in many real-world 

applications such as churn prediction, fraud detection, and image classification [19]. 

 

3.3.5. Decision Tree Classifier (DTC) 

It works by recursively dividing the feature space into smaller regions, each associated with a 

specific class label. DTC creates a decision tree model and its possible consequences, which is 

used to predict new data points. DTC is a versatile algorithm that can handle both categorical 

and numerical data. In addition, DTC is relatively easy to interpret and can provide insight into 

important features that contribute to classification performance [20]. 

3.3.6. Ada Boost Classifier (ABC) 

It operates by training a series of weak classifiers iteratively and assigning each classifier a 

weight based on its performance. During training, ABC places more emphasis on examples that 

were misclassified by the previous classifier than on correctly classified examples. To create the 

final classifier, weak classifiers are combined using a weighting system, where the weights are 

based on their respective scores. ABC is a powerful algorithm that can handle different types of 

data and is commonly used in applications such as spam filtering, facial recognition, and credit 

risk analysis [21]. 

3.3.7.  Random Forest Classifier (RFC) 

It operates by constructing a collection of DTC, each of which is trained using a random subset 

of features and training examples. During training, RFC uses decision tree majority voting to 

predict new data points. RFC is a powerful algorithm that can handle different types of data. In 

addition, RFC is robust to overfitting because the random selection of features and training 

examples reduces the correlation between trees and improves model generalization performance 

[22]. 

3.3.8. K-nearest Neighbours classifier (KNC) 

The KNC algorithm works by building a collection of decision trees, with each tree trained 

using all available instances. It classifies new instances based on their proximity to the stored 

instances in the feature space. The value of "K" in KNC determines the number of nearest 

neighbors to consider when classifying a new instance. The class of the new instance is 

determined using majority vote among the nearest neighbors. KNC is a simple and efficient 

algorithm that can handle a wide range of data types and is widely used in applications. 

Additionally, KNC is relatively easy to understand and implement, making it a popular choice 

for beginners in many areas of machine learning. [23]. 
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3.4 Performance evaluation 

Seven performance metrics based on TP, FP, TN and FN and used to evaluate algorithm 

performance. By considering multiple performance measures, researchers can get a more 

complete picture of a model's strengths and limitations, especially if the data set is unbalanced or 

different types of errors have different costs. Therefore, to ensure optimal performance, a 

combination of performance metrics must be used to evaluate the effectiveness of predictive 

models [24].  

a) Precision is a statistical measure of the ability of a model or system to correctly identify 

TP while minimizing FP. In other words, precision is the ratio of TP to the total 

positives, regardless of FN. Higher precision score reflects that the model or system 

effectively identifies positive cases and reduces FP. On the other hand, a low precision 

rate indicates that the model or system has identified too many FP, which can be 

problematic in certain situations, such as medical diagnoses or legal decisions. The 

formula for precision [25]: 

                                                              
  

     
                                                                    (2) 

b) Recall (sensitivity) is a statistical measure of the ability of a model or system to correctly 

identify TP while minimizing FN. In other words, recall is the ratio of TP to the total 

actual positives, regardless of FP. Higher recall rate reflects that the model or system 

identifies positive cases and reduce FN cases. On the other hand, low recall indicates that 

the model or system is missing too many positive cases, which can also be problematic 

in certain situations, such as medical diagnoses or legal decision-making. The formula 

for recall [26]: 

                                                             
  

     
                                                                 (3) 

c) Accuracy is a statistical measure of the ability of a system to accurately predict or 

classify events in a data set. It quantifies the proportion of accurately predicted events 

relative to the total number of events in a data set. This is usually expressed as a 

percentage or fraction of 100% accuracy, indicating that the model or system correctly 

predicted all cases. The formula for accuracy: 

                                                        
     

           
                                                              (4) 

What percentage of the model's predictions is accurate will be determined by accuracy? 

The focus of accuracy is on TP and TN [27].  

d) Support refers to the number of instances or observations in a particular data set that 

belongs to a given class or category. It is the number of cases that provide evidence or 

support for a particular result or prediction [28]. 

e) WeightedAvg is a statistic that takes into account the relative importance of each item in 

a dataset. Each data point is multiplied by a specified weight before the weighted 

average is calculated [29]. 

f) MacroAvg is a statistical measure used in machine learning and data analysis to 

calculate the average score of a metric across multiple classes or categories. It is 

calculated by taking the average score for each class, regardless of the distribution of 

classes in particular the data set. The formula for MacroAvg[30]. 

                                                       
  

     
                                                                          (5) 



 

Assessing the Effectiveness of Predictive Machine Learning Algorithms Based on Classification 

Techniques Section A -Research paper 

 

13889 

Eur. Chem. Bull. 2023, 12(Special Issue 4), 13882-13895 

g) The F1-score uses the harmonic mean of the classifier's precision (Pr) and recall (Rc). 

To evaluate the relative performance of various classifiers, the F1 score combines these 

two factors into a single statistic. Let us assume classifier A has a greater recall and 

classifier B has a greater precision. In this instance, the F1 scores of two classifiers are 

employed to determine which is more effective. Following is the formula for calculating 

the F1 score of the classification model. The formula for F1-score [30]: 

              
 (     )

     
                                                                 (6) 

3.5 Analysis of Results 

The results of the performance metrics are presented in table 4 based on the results, classifiers 

are assessed and finding are discussed in section 4. 

4. Result and Discussion  

To assess the Classifier's overall performance based on predictive analysis for the early 

detection of diabetes, eight classification algorithms are initially applied to a specific diabetes 

dataset. The findings of a thorough evaluation of all algorithms utilizing the performance criteria 

Precision, Recall, F-1 Score, Support, & Accuracy are summarized in the table 4. The terms 

used in table 4 are defined below:  

 0 - Stands for Non-diabetic patients. 

 1 –Stands for Diabetic patients. 

 MA – Macro Average of particular performance metrics 

 WA – Weighted Average of particular performance metrics 

Table 4: Classification algorithms vs Performance metrics 

 

 

Precision- Figure 2 represents the precision analysis of all classifiers on the diabetes dataset. 

The highest accuracy for identifying non-diabetic patients is achieved by combining SVC 

& RFC (86%). When it comes to identifying potential diabetes patients, ABC has an 83% 

success rate. At 83%, the best result for the ABC algorithm is found with the macro average 
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score. The weighted average score provides the best result for the ABC algorithm with 83 %. 

Figure2: Precision Analysis 

Precision, in general, depends upon true positive and false positive and yields the best 

performance when the false positive is zero and so, the ideal value becomes one for precision. 

Figure 2 shows a comparison of the performance of different classification algorithms for 

predicting diabetic and non-diabetic patients, weighted and Marco average using precision 

metrics. SVC, RFC, and ABC have performed best in terms of precision among all classification 

algorithms.  

Recall- Figure 3 represents the recall analysis of all classifiers on the diabetes dataset. When it 

comes to identifying non-diabetic patients, DTC has the highest success rate (94%) of any 

method. ABC has an accuracy rate of 88% when used to predict diabetic patients. The ABC 

algorithm achieves the best results on the Macro Average with a score of 83%. The weighted 

average score provides the best result for the ABC algorithm with 83 %. 

Figure 3: Recall Analysis 

Recall depends upon true positive and false negative and yields the best performance when the 

false negative is zero and so, the ideal value becomes one for recall. Figure 3 shows a 

comparison of the performance of different classification algorithms for predicting diabetic and 

non-diabetic patients, weighted and Marco average using recall metrics. DTC and ABC have 

performed best in terms of recall among all classification algorithms. 
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F1-score- Figure 4 represents the F1-score analysis of all classifiers on the diabetes dataset. 

Predicting non diabetic patients with an accuracy of 88% is made possible by using the SVC. A 

success rate of 85% is achieved by using ABC to predict diabetic patients. With a score of 83%, 

the Macro Average score is the best for the ABC algorithm. The weighted average score 

provides the best result for the ABC algorithm with 83 %. 

Figure 4: F1-Score Analysis 

F1 score depends upon precision and recall values which means both false positive and false 

negative should have zero values and F1 would yield the best Classifier when precision and 

recall give ideal values. Figure 4 shows a comparison of the performance of different 

classification algorithms for predicting diabetic and non-diabetic patients, weighted and Marco 

average using precision metrics. SVC, ABC has performed best in terms of F1-score among all 

classification algorithms. 

Support- Figure 5 represents the support analysis of all classifiers on the diabetes dataset.KNC 

yields the best performance in predicting non-diabetic patients with a value of 167.ABC yields 

the best performance in predicting diabetic patients with a value of 102. The Macro Average 

score provides the best result for the KNC algorithm with a value of 256. The weighted average 

score provides the best result for the KNC algorithm with 256. 

Figure 5: Support Analysis 

Support represents the actual occurrence of instances in a given dataset. A greater value of 

support signifies a better Classifier. In Figure 5, KNC and ABC have performed best in terms of 

Support among all classification algorithms.  
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Figure 6: Accuracy Analysis 

Accuracy is mainly the ratio of corrected predicted instances and total instances, which means it 

depends on FP, FN, TP, and TN. Accuracy yields the best results when FP and FN have the 

almost same value as zero, which in general is possible with balanced datasets only and that's 

the reason while evaluating performance metrics, other parameters are considered as well to 

yield the best results. In Figure 6, ABC has performed best in terms of Accuracy with 83% 

among all classification algorithms.  

5. Conclusion & Future Scope 

The diabetes dataset has been analyzed using different Classification Algorithms. Different 

performance metrics have been used to identify the best classification algorithm's most precise 

results in terms of precision, accuracy, recall, support, and F1 score. Precision Metric shows that 

SVC, RFC, and ABC performed well as compared to other algorithms. Recall Metric shows that 

DTC and ABC out performed. F1-score Metric shows that SVC and ABC performed good. 

Support Metric showed that KNC and ABC performed best. Accuracy Metric shows that ABC 

performed best. Overall SVC, DTC, RFC, and ABC performed quite well among the eight 

algorithms in terms of performance. The results from all four mentioned algorithms are almost 

consistent per metric. Therefore, in future, a new hybrid classification machine learning 

predictive algorithm could be designed with the help of SVC, DTC, RFC, and ABC 

classification algorithms, to get the most optimal algorithm for specific datasets that could be 

used in predictive analysis. 
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