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Abstract. The gigantic increase in data amounts over the timeline leads to deep learning, as it is a 

promising approach to resolving the purpose of data processing and management. Due to the limitless 

scope in all sectors, chatbots have recently been in keen interest and are on the roadmap of 

improvement. Additionally, deep learning models are nowadays a promising option for feature 

learning. This paper has evaluated a hybrid deep feature learning model to implement for Chatbot 

development. The paper evaluates this proposed approach with varying batch sizes for feature learning 

to measure the impact of batch size on performance. It concluded that the model performance is 

uplifted for batch size 64 and performs least for batch size 256.  

Keywords: Deep Learning, DNN, CNN, RNN, LSTM.  

1 INTRODUCTION 

A chatbot is an operating system that acts as a 

virtual assistant medium to produce human-

like general communication in informal 

language with a user to limit data access. 

Chatbot acts as an economic alternative for 

businesses that incorporates Natural Language 

Processing with Artificial Intelligence. 

Handwritten rules, and/or templates were 

preliminarily the chatbot armature strategies 

were substantial leading to unchanged standard 

chatbot communication technologies. In case 

there is an analogous pattern between a 

predefined report of communication within the 

knowledge base and user exposure, then a 

response can be provided to the user [36]. The 

natural capacity to recognize implicit skills, 

specificity, and associations from traditional 

chatbots is lacking  

in intelligent people with their extended list of 

names. Information-driven, feedback-driven, 

output-driven, and program-driven are the four 

Chatbot categories.  

Currently, the feedback-driven chatbot acts 

as the foundation as the data handed by them is 

responsible for the expansion of intents & 

utterances. The type of action taken throughout 

their strategic approach is essentially what 

governs the strategy. The dialogue manager 

requires three phases for Chatbot’s motivation. 

The first is to examine all the response models 

for feedback generation. The second is to 

provide a predicated response or comment on 

priority. Thirdly, the model evaluation policy 

is utilized to produce a backup response when 

there is no priority order. The traditional 

chatbot models are substituted with trainable 

deep neural chatbots with the influence of deep 

learning. DL techniques have mostly taken 

control of conversational modeling. Deep 

Neural Networks (DNN) infrastructures 

acclimated from the neural machine translation 

domain that formerly outperforms extremely 

well are CNN and RNN.  

To execute a chatbot, the machine learning 

approach can either be generative or retrieval-

based model. Retrieval-based models learn to 

gather a befitting response by use of a 

predefined reaction repository. The former is 

more effective in the case of responses as it is 

Machine Translation based, which will induce 

new responses from scratch but are probable to 

fabricate grammatical misapprehensions and 

challenge a revelatory volume of training data. 

1.1 Deep Learning 

In 2006, Hinton and Salakhutdinov proposed 

Deep Learning [46] as a systematical machine 

literacy model to negotiate unsupervised or 
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supervised point literacy [12] for mining, 

storing, anatomizing, and illustrating big data 

accompanies by a thesis of tensor [1]. Tensor 

Flow is an open-source software library that 

performs the arithmetical calculations of the 

expressions to apply deep literacy. The 

multiple database arrays are depicted as edges 

in information inflow networks, as well as the 

actions are denoted as nodes. DL has been 

forged for numerous NLP issues consequently 

& is outstanding with forecasting, 

classification, modeling of findings, and 

wondrous results in semantics. Also, it 

determines the task of disdainful training in a 

non-sequential way for Image recognition 

which is a vital field nowadays. 

Today, a huge quantum of data is eclectic 

with bottomless ranges and different relative 

velocities. Yet, the diversity of the data has 

been a key issue in the defense of massive 

records [11]. That could happen with the help 

of perception, which includes all evidence of 

records valuing both business and 

technological know-how.  Therefore, it has a 

pivotal perspective on sociable media, 

healthcare, instructive services, and 

manufacturing, commerce [1]. Due to the 

scalability of point learning, deep learning is 

favorable for the huge volumes of data in point 

literacy algorithms. Additionally, for effective 

representations, it can handle the complex 

correlations of miscellaneous data [1]. The 

automated feature extraction leads to effort 

reduction and underneath the big data, volumes 

reduce relationship complications [2]. 

Furthermore, energy consumption can be 

managed by utilizing a small fraction of the 

neurons. Thus, communication costs can be 

managed by maintaining connections among 

the required neurons as per requirement [14]. 

Based on the kind of information, DL 

approaches have two categories [11] i.e., 

Supervised & Unsupervised learning. The use 

of labeled inputs & outputs to classify 

information or predict outcomes accurately is 

the supervised learning used for classification 

and regression. Whereas unsupervised learning 

discovers hidden patterns from unlabeled data 

without human intervention and is used for 

dimensionality reduction, association, and 

clustering. 

1.2 Unsupervised Deep Learning 

SAE (Sparse Auto-encoder) is dependent on 

the encoder-decoder paradigm [16]. Here, the 

Encoder predicts the optimal code using simple 

feed-forward propagation and the Decoder 

produces good reconstructions using sparse 

code. In both encoder and decoder, linear 

filters are scaled automatically as activations 

i.e., within a layer instead of regulating 

weights neurons are penalized. In DAE (De-

noising Auto-encoders) despite the same 

training process as the basic autoencoder, there 

lies the differentiation inside each layer [17]. 

In, this the input data is slightly corrupted but 

still uncorrupted data is maintained as the 

target output. It enforces robustness to partially 

corrupted inputs by training it to rebuild a 

clean “repaired” input from a corrupted or 

partially destroyed input. The reconstruction of 

the uncorrupted version requires a gradient 

step. PSC (Predictive Sparse Coding) uses a 

gradient-based sparsity function that models 

the interconnection among the neurons by 

sparsifying their activations [18]. The 

algorithm is a combination of two convex 

optimization algorithms. The algorithm learns 

an active set of coefficients using the feature-

sign search method and bifurcates the neurons 

for any sparsity penalty function using the 

Lagrange dual method.  

A feed-forward NN named MLP (Stacked 

Multi-Layer Perceptron) has neurons at each 

hidden layer that carries them [46]. There must 

be at least one hidden layer. The self-

organizing maps and backpropagation 

algorithms perform the training. The approach 

requires the hidden layers to be nonlinear 

while the output layer performs in either a 

linear or nonlinear fashion. RBM is a NN with 

two layers where one is hidden and the other is 

the outer layer [12,15,47]. All the nodes are 

fully connected between the layers. DBN 

(Deep Belief Network) has several hidden 

phases with one input & one output layer 

[12,47]. In this, pre-training is performed 

layer-by-layer and the input of one layer comes 

from the output of the previous phase. The 

overfitting problem and local optima issues are 

resolved in this network. Every neuron's 

weights are first assigned at random.  

1.3 Supervised Deep Learning 

ANN (Artificial Neural Networks) performs 

through processing elements consisting of a set 

of interconnected neurons [55,56]. The 

network connectivity can either be feedback or 

feedforward. It acts as a directed graph in 

which every node conducts a transformation 
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function that receives the weighted inputs for 

the output [55]. CNN is a feed-forward 

network that processes multiple array data 

[20]. The hidden layers are structured in a 

series of stages for classification and Feature 

Detection [20,51]. An RNN is a feedback 

system that processes the input one element at 

a time [20]. The outputs of the hidden units are 

trained in discrete time to keep track of all past 

elements of the sequence [20]. It is beneficial 

when the input-output relation is required to be 

known ahead of time [37]. 

2 DEEP LEARNING AND CHATBOT-

RELATED WORK 

The implementation of deep learning for the 

construction of a working Chatbot is not a 

simplified task. There have been various 

chatbots developed with ground-breaking 

achievements. Qingchen Zhang et al. [1] 

suggested an HBP-based deep computational 

model for feature learning on heterogeneous 

data that converges from the vector space to 

the high-order tensor space. The model is 

evaluated on the datasets like STL-10, 

CUAVE, SANE, and INEX. Nevertheless, 

compared to the stacked autoencoder, this 

model requires more time to train the variables. 

Maryam M Najafabadi et al. [2] have 

studied Deep Learning in a variety of domains 

for supervised as well as unsupervised data and 

their purposes in Big Data Analytics. The 

issues like complicated designs extraction from 

massive volumes of information for fast 

information retrieval can be resolved. The deep 

learning algorithms deal with issues of big data 

like high data dimensionality and tagging, 

scalability of the models, and semantic 

indexing for information retrieval. Keke Gai et 

al. [4] proposed SEBSIC design supported by 

DTRP algorithm. It avoids releasing sensitive 

information to either financial service 

providers but requires an additional 

computation workload. Liwei Kuang et al. [5] 

proposed a new IHOSVD method for 

dimensionality reduction based on tensor flow. 

It can handle the processing of large-scale 

heterogeneous data created from many sources. 

The issues encountered in this model involve 

heterogeneity in data representation and 

decomposition problems during incremental 

data.  

R. Krishana et al. [7] have proposed 

Hierarchical Dimension Reduction (HDR) 

method as a pre-processing level to DNN 

which improves convergence. The two-step 

method extracts value from complex and 

uncertain big data. The model even with 

reduced model size performs accurate fault 

predictions. De-graded converge for a shallow 

network as a consequence. Y. Tamura et al. [8] 

proposed a model using DNN for a bug-

tracking de-vice to learn the fault information.  

Established an application software for 

imaging fault data recorded on OSS. The 

model is cross-platform with an improved 

reliable operational support system.  Ridha 

Soua et al. [9] have proposed a big-data-based 

structure for short-term traffic flow estimation 

involving DBN using heterogeneous input data 

and Dempster's provisional rule to update the 

beliefs. It considers event-based evidence and 

does not compromise integrity. 

Xindong Wu et al. [11] have performed a 

groundbreaking task in the collaboration on the 

issues for implementation of the mining 

operations on Big Data and thus there is 

gigantic data processing in science and 

engineering domains. There can be 

complicated issues like the requirement of 

High-performance computing platforms for 

handling uncertain values due to autonomous 

and varied information sources. Xue-Wen 

Chen et al. [12] have discussed DL 

implementation to benefit big data with deep 

structures. The domain adaption can help in 

training and testing the data samples from 

different distributions for advancements in 

medicine, science, and business. It has been 

noted that the application of DL to the Big 

Data field is relatively new for improved 

performance and managing the heterogeneity 

of data along with the noisy labels. Yisheng Lv 

et al. [13] introduces a model for a traffic flow 

estimation method with a DL method that 

involves Stacked Auto Encoder (SAE) and 

then trains the deep network in an 

unsupervised greedy layer-wise fashion. The 

model outperforms the BP NN, the SVM, and 

the RBF NN model.  

Ilya Sutskever et al. [37] proposed a multi-

layered LSTM which uses the WMT-14 

dataset. The input sequence mapping with the 

vector of fixed dimensionality is performed in 

the first layer of LSTM and the decoding of the 

target sequence from the vector is done in 

another LSTM layer. The paper concluded that 

LSTM outperforms for out-of-vocabulary 

words, long sentences, and even if the order of 
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the source sentence words is reversed. Yulius 

Denny Prabowo et al. [40] implement simple 

RNN and LSTM algorithms and compared 

them for the chatbot. It uses the Indonesian 

dataset with customer service talks in several 

business areas for training. It has been seen 

that in testing, LSTM responds faster than 

simple RNN. Additionally, when the training 

data used is too little, the simple RNN 

approach is unable to read phrase pairs that 

often appear and the LSTM approach takes 

longer than the straightforward RNN. The 

paper proposed that both LSTM and RNN 

approaches could be tested utilizing much 

more information for the learning process.  

P. Muangk-ammuen et al. [41] have 

proposed FAQs Chatbots that respond to 

customers using RNN and LSTM for text 

classification. The proposed chatbot uses Thai 

text questions and provides answers. 

According to the test results, an LSTM-based 

chatbot could accurately identify 86.36% of 

the queries and provide 93.2% accurate 

responses. In tests, 13.64% of the problems 

were skipped because the right answers could 

not be discovered. Manyu Dhyani et al. [44] 

proposed a chatbot model as Neural Machine 

Translation (NMT) based on Bidirectional 

RNN. In this model, two independent RNNs 

work together for a collaboration of forward 

and backward information to provide a single 

output. The model can build the chatbot in any 

domain-specific chatbot whose Learning rate is 

low and negligible and whose weights are 

changed externally while training. The paper 

concludes that if the model is trained for a 

limited period on fewer data then there is no 

necessary change in the learning rate.  

3 PROPOSED WORK 

In 1966, ELIZA [57] an early chatbot was a 

physiatrist program that holds conversational 

interaction with people with a promised 

automatic translation ability. It uses 

decomposition rules as input keys and pattern 

matching with associated reassembly rules for 

providing responses by involving the 

knowledge base of 200 categories. Yet, AI 

experiences its first hype cycle when ELIZA, 

despite being regarded as a significant turning 

point in the history of chatbots or AI, is 

criticized for its improper responses or 

irrational executive functions.  

FFN are universal approximations, i.e., they 

can solve any complex computations. CNN is 

an FFN that is quicker, cheaper, and accepts a 

fixed-size vector as input to produce a fixed-

size output [71]. CNN is less efficient to 

manage temporal data and extended word 

embeddings which are required for the 

concatenation of entire sentences. RNN is the 

deepest, most self-modular, and most powerful 

of all FNNs and can mix sequential and 

parallel information processing efficiently 

[14]. RNN acts more brain-like by allocating 

the neighboring RNN parts to related behaviors 

& less related ones to distant RNN parts. 

Furthermore, it can operate on many input 

sequences and can handle temporal data by 

reuse of the previous node's activations [71]. 

Additionally, it can identify the data without 

the requirement of any input symbol, by its 

structure, the form of the text, and its relative 

symbol but take more time. Furthermore, 

among RNN algorithms LSTM is preferred 

over the others for the following reasons: 

 LSTM performed well while evaluating 

long prison sentences since it transfers 

input of different lengths into a fixed-

dimensional vector representation [37]. 

 LSTM performs even when punished for 

out-of-vocabulary terms, and improving 

performance can be achieved by 

completely flipping the ordering of the 

words in source sentences (but not in target 

phrases) [37]. 

 The LSTM method replies more quickly 

than the straightforward RNN method 

since it takes into account word order [40]. 

 For situations where there is no need to 

obtain more recent responses, LSTM is a 

retrieval-based theory [41]. 

 LSTM performs best on large and complex 

data sets [14] while in simple RNN there is 

no significant change in the learning rate 

[44]. 

On the contrary, LSTM deals with overfitting 

which can be dealt with a dropout algorithm. 

(Dropout approach excludes some input and 

recurrent connections from activation and can 

update the weight.)  

Thus, as per the above discussion, it has been 

observed that to enhance the performance of 

feature learning, an improved or hybrid 

approach involving both CNN and LSTM 

could be beneficial. 
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3.1 Feature Learning through a hybrid 

method 

According to the explanation above, the 

suggested hybrid model, which combines the 

CNN & LSTM models, will contain 2 HL. In 

the feature learning design, firstly certain 

features are activated via a set of convolutional 

filters in the Con-volution layer.  This layer 

extracts and recognizes different features 

regardless of their position accompanied by a 

max pooling layer for down-sampling. Later, 

an LSTM later is inserted and the flattening 

method transforms the results into a 1D array. 

To avoid overfitting issues, a dropout layer is 

paired with the convolution and LSTM layers. 

The model is implemented using Keras, a high-

level Python API used on a TensorFlow 

platform to reduce cognitive load. It offers 

simple and consistent APIs to minimize the 

complexity of designing a deep learning model 

by reducing user actions considerably and 

providing clear- actionable error messages. It 

also has developer guides along with extensive 

documentation [74]. The machine used for 

implementation has AMD Ryzen 5 5500U 

Processor with 8GB RAM. The suggested 

feature learning methodology is put into 

practice through a two-phase process: 

Phase 1: Preparation Phase: does FL and 

gets the data ready for the model's training. 

Phase 2: Implementation Phase: involves 

designing the model and model training on the 

pre-processed data. 

 
Figure 2: Hybrid Model: Working Feature Learning Model 

The above steps are performed in the following 

sequence: 

Step 1: Load Libraries: the various libraries 

are imported for the execution of code and the 

functioning of the designed model like pandas, 

seaborn, time, psutil, keras, sklearn, and other 

required libraries for neural phases. 

Additionally, a function for the calculation of 

memory consumption is defined. 

Step 2: Load Dataset: The necessary datasets 

.csv file is loaded and duplicated into a new 

file for pertinent attributes. 

Step 3: Data Pre-processing: The data is pre-

processed as per the process elaborated below. 

Step 4: Defining training-testing data: the pre-

processed data is split into 80:20 training and 

testing ratio, which is referred to as the golden 

ratio. If the training data size is less than 80%, 

it can lead to under-training, and more than 

80% leads to over-training of data.  

Step 5: Construct the models according to the 

specified build: CNN and LSTM layers are 

used to create the models for each layer. Later, 

the model is compiled and summarized for 

training on the dataset. 

Step 6: Model Evaluation: analyze the model 

on various parameters over the various 

variations of epochs and batch sizes to pinpoint 

the best case for chatbot training and 

utilization. 

Step 7: Training the chatbot model: The model 

is trained over a chatbot training set for the 

best case that emerged in the previous step. 

Step 8: Chatbot execution: The Chatbot is 

taken into execution for the question-answer 

phase and actual implementation. 

Procedure for Pre-processing of data: Pre-

processing is to be handled with great 

precision as it has always been a crucial task in 

training a model on a dataset. It has always 

been tailored as per model requirements due to 
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its case-specific approach. It is handled as per 

the following procedure: 

Step 1: From the loaded dataset file in the .csv 

format, a new database file is created that only 

has relevant features needed for FE. 

Step 2: To avoid overfitting issues, a sample 

function is used to shuffle all the records in the 

file. 

Step 3: The required computations are 

performed to overcome the existing null values 

in the dataset. 

Step 4: Only text data is kept in the file only 

and all other irrelevant data is pruned. i.e., 

letters except for A-Z and a-z are removed. 

Step 5: Lowercase conversion is performed on 

the data to eradicate the case-sensitive issues. 

i.e., data is always case-sensitive. 

Step 7: The data is further tokenized to reduce 

the long sentences into manageable words or 

simpler sentences with a meaning for training 

the model. 

Step 8: By using the stemming strategy, the 

phrases are broken down into their most basic 

forms, or stopwords that are frequently used 

but do not provide new knowledge to the 

content are eliminated. 

3.1.1  Procedure for feature learning model 

Evaluation 

Procedure for feature learning model 

Evaluation:  Later pre-processing, the feature 

learning model is designed, and 

implementation is performed in the form of a 

chatbot. The pre-processed and tokenized data 

in this phase performs the training using the 

designed feature learning model. The training 

loss graph can be constructed that depicts the 

model's information gain, it is afterward 

checked for assessment parameters or 

trustworthiness. The process involved in 

designing, training, and evaluating the model is 

as follows: 

Step 1: The pre-processed dataset is loaded. 

Step 2: The proposed model is designed with 

the following layers:  

a. Convolution layer: Input is passed 

through a set of CF and ReLU acts as a non-

linearity function that adjusts the generated 

output for more effective training. 

b. Max-pooling layer performs 

partitioning on words and returns the 

maximum value among the partitions. 

c. Dropout layer is utilized to avoid 

overfitting. 

d. LSTM layer will add the feedback 

benefits to the model. 

e. Fully connected Layer outputs the 

predicted class among k classes. 

f. Flattening layer converts the data into 

a 1-dimensional array. 

g. Softmax layer provides the 

classification output by incorporation of the 

SoftMax function. 

Step 3: The designed model is compiled with 

accuracy and cross-entropy as training loss. 

Step 4: The design is trained with the various 

number of epochs and batch sizes to measure 

the effect on space complexity, time 

complexity, training loss, validation loss, and 

Accuracy. 

3.2 Building the Chatbot 

The dataset is trained using the designed model 

and a chatbot is developed for conversation. 

The steps are performed in the following 

sequence: 

Step 1: Load Libraries: the various libraries 

are imported for the execution of code and the 

functioning of the designed model like pandas, 

nltk.corpus, psutil, keras, sklearn, and other 

needed libraries for NL. 

Step 2: Data Pre-processing: The data is pre-

processed as per the process de-scribed above 

in section 4.1.1 from the .json file containing 

tags, patterns, and respective responses. 

Step 3: Building training data set: Create the 

pickle files for words and respective classes 

and updated them. i.e., from the pre-processed 

file the tokens are saved into a words file and 

respective tags in a class file.  

Step 4: The suggested FL is trained on the 

aforementioned produced files, and then it is 

saved. To develop the model layer by layer, 

CNN & LSTM levels are utilized in sequential 

techniques. 

Step 5: Chatbot execution: The Chatbot is 

taken into execution for the question-answer 

phase and actual implementation as follows: 

a. Load the classes and words prepared before 

training 

b. Load the saved trained model  

c. The input taken from the user is tokenized 

and cleaned. 
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d. Use the loaded trained model to give 

responses to queries asked by the user as 

per mapping with classes and words 

provided. 

 
Figure 3: Screenshot for Chatbot in action 

 

4 FEATURE LEARNING MODEL 

EVALUATION 

The suggested design is evaluated on the News 

Aggregator database for the best feature 

learning scenario. The source of the dataset is 

the UCI Machine Learning Repository for ML 

algorithms. On February 28, 2016, the AI Lab 

at the Faculty of Engineering at Roma Tre 

University, Italy, made the information 

available online [72,73]. This dataset has news 

stories for a total of 5 months collected 

between March 10th, 2014, & August 10th, 

2014. There is a total of 422937 news stories 

constituting the news items with the categories: 

t- science & approach, b- business, m- health, 

and e- entertainment. Every news item in the 

dataset has the following details: article ID, 

article headline, URL, publisher details, news 

category, the alphanumeric ID of the news 

story, hostname, and news publication 

timestamp.  

In the context of sentence translation into 

another language, the performance is counted 

in the Bleu score which should be as high. As 

in this scenario, no translation is required, 

leading to the least significant Bleu Score. So, 

the parameters taken into consideration are the 

training time, memory, accuracy, and training 

rate. For training, the pre-processed data is 

split into training data & test data in an 80:20 

proportion. The models are contrasted on 

parameters for 32, 64, 128, and 256 batch sizes 

for 25 epochs to evaluate the best case. Then 

the best case is taken to develop a chatbot. 

4.1 Evaluation of Proposed Hybrid Model 

in Terms of training time 

It is the total time consumed for training the 

model. The effect of various variations in batch 

sizes and the number of epochs on training 

time is shown in Table 1. From Figure 4, the 

model performs best for Batch size= 256 and 

worst in the case of Batch size=128. It can also 

be observed that there is a positive  

linear growth of training time in accordance 

with the improvement in the set of epochs. 

Additionally, the slope of the graph gets 

steeper with the decrease in batch size. 

It is the total time consumed for training the 

model. The effect of various variations in batch 

sizes and the number of epochs on training 

time is shown in Table 1. From Figure 4, the 

model performs best for Batch size= 256 and 

worst in the case of Batch size=128. It can also 

be observed that there is a positive linear 

growth of training time in accordance with the 

improvement in the set of epochs. 

Additionally, the slope of the graph gets 

steeper with the decrease in batch size. 
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Table 1: Comparison of Training Time of a hybrid model for variation in epochs and Batch size  

Training Time 

(in Seconds) 

Number of Epochs 

1 5 10 15 20 25 

Batch 

Size 

32 1447.517 4912.784 9244.369 13575.95 17907.53 22239.12 

64 1282.077 4589.235 8516.382 12443.53 16370.67 20132.38 

128 1488.679 5328.77 9888.76 14448.76 19008.75 23376.65 

256 1265.211 3309.225 5864.244 8419.262 10974.28 13529.29 

 

 

Figure 4: Comparison of Training Time of Hybrid model for variation in epochs and Batch size 

 

4.2 Evaluation of Hybrid Model in Terms of 

Memory 

It is the total memory consumed by the model 

for training and providing the answer to the 

given query. To study the effect of various 

batch sizes on the model batch sizes 32, 64, 

128, and 256 are used, and for the study of the 

effect of epochs, the memory usage is 

calculated for 1, 5, 10, 20, and 25. The effect 

on memory consumption is shown in Table 2 

for variations on batch and epochs. From 

Figure 5, it is observed that memory usage is 

the least in all cases of variant epochs for the 

batch size of 256 and highest for a batch size 

of 64 or 32. It could also be seen that the set of 

epochs and memory usage are unrelated but 

remains in a specific range. Moreover, storage 

use drops as the batch size rises. 

Table 2. Comparison of Memory usage of for variation in epochs and Batch size 

Memory 

(in bytes) 

Number of Epochs 

1 5 1 15 1 25 

Batch 

Size 

32 338334976 338337792 338326208 338334976 338329600 338261664 

64 338349878 338370560 338296832 338309120 338331124 338305792 

128 338118616 338162160 338118616 338142880 338131706 338174928 

256 337953472 337953760 337940400 337976640 338052288 338074064 

 

 

Figure 5: Comparison of Memory Usage of Hybrid model for variation in epochs and Batch size (in 

Bytes) 
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4.3 Evaluation of Hybrid Model in Terms of 

Accuracy 

The Hybrid model is tested for various 

variations in batch sizes. During training, each 

epoch returns the accuracy till the epoch is 25 

(Table 3). It could be seen from Figure 6 that 

there is a higher slope for batch size 256 in 

comparison to others. After 6 epochs, for batch 

size 32 the accuracy decreases in comparison 

to all the other batch sizes. The accuracy with 

the batch size of 64 outperforms all others in 

comparison and it is least in the case of a batch 

size of 32. Moreover, the accuracy of the 

design enhances with the number of epochs 

subsequently.   

Table 3. Evaluation of Accuracy for Changes in Batch Size & Epochs (in%age) 

Accuracy 

(in %) 

Number of Epochs 

1 2 3 4 5 6 7 8 

Batch 

Size 

32 86.64 90.04 91.11 91.79 92.38 92.76 93.03 93.29 

64 86.37 90.31 91.45 92.19 92.77 93.13 93.43 93.71 

128 85.51 90.1 91.25 91.97 92.55 93.03 93.35 93.64 

256 83.89 89.84 90.91 91.72 92.31 92.77 93.18 93.51 

 

Accuracy 

(in %) 

Number of Epochs 

9 10 11 12 13 14 15 16 

Batch 

Size 

32 93.57 93.76 93.97 94.13 94.27 94.39 94.5 94.65 

64 93.99 94.21 94.39 94.55 94.7 94.86 94.99 95.14 

128 93.92 94.16 94.29 94.45 94.61 94.8 94.93 95.06 

256 93.81 94.04 94.22 94.38 94.53 94.69 94.82 94.97 

 

Accuracy 

(in %) 

Number of Epochs 

17 18 19 20 21 22 23 24 25 

Batch 

Size 

32 94.7 94.82 94.88 95 94.97 95.13 95.2 95.26 95.35 

64 95.24 95.36 95.42 95.51 95.5 95.65 95.7 95.77 95.83 

128 95.2 95.31 95.36 95.4 95.42 95.55 95.57 95.63 95.65 

256 95.07 95.19 95.25 95.34 95.33 95.48 95.53 95.6 95.66 

 

 

Figure 6: Comparison of Accuracy of Hybrid model for variation in epochs and Batch size 

(in %age) 

5 CONCLUSION & FUTURE SCOPE 

From the above results, it is clear that the batch 

size and the set of epochs have a direct effect 

on the model performance. It has been 

observed that by reducing the batch size the 

accuracy increases but at the cost of memory 

consumption. It has also been seen that at 

batch size 256 the training time and memory 
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consumption is minimum at the stake of 

accuracy which is non-negotiable. It is 

observed that with an increase in batch size 

over 64, the accuracy reduces for the defined 

dataset which leads to a conclusion that the 

hybrid design conducts better with moderate 

batch size. In the future, the Hybrid model 

could be optimized with other combinations of 

deep learning layers to get more accuracy in 

the smaller batch size as concluded in this 

paper.  
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