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Abstract: 

Due to the exponential growth of video data, which makes it difficult to handle 

massive volumes of video content, video summarizing techniques have drawn a lot of 

interest recently. Although there are numerous video summary techniques, summarizing 

lengthy videos is still difficult since it takes a long time to process hundreds of frames. 

Modern video summarizing techniques that use Temporal Convolutional Networks to 

determine shot boundaries take a long time to process when dealing with large films. The 

Distributed Temporal Convolutional Networks method, which takes into account the shot 

length distribution's properties to effectively summarize lengthy films, is proposed in this 

paper as a novel solution to tackle this difficulty. By completely using the temporal 

coherence of lengthy films, the Content-Based Frame Sampling [3] technique is 

additionally suggested to improve the system's throughput. The fusion approach has a 

significant implication for improving video summarization techniques and enabling 

efficient video processing, paving the way for new applications in areas such as video 

surveillance, entertainment, and education. 
 

Keywords: Distributed-Temporal Convolution Neural Network, Content – Based Frame 

Sampling, Bidirectional and Auto-Regressive Transformer (BART). 

 

1. Introduction: 

 

By choosing and presenting the most significant and pertinent portions of the 

primordial film, video summarization is the process of producing compact version of a 

longer video. For effective browsing and content navigation, as well as for video analysis, 

retrieval, and organization, it is a crucial tool. The methods utilized in video summarizing 

range from automatic algorithms to manual procedures. Manual methods entail watching 

the full film and picking out the most significant and pertinent sections by hand. Although 

accurate and dependable, this method is time- and money-consuming [1]. Automatic 

techniques, on the other hand, rely on algorithms that assess the video footage and extract 
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the most crucial parts based on different criteria, including motion, color. 

The keyframe-based approach is one of the most widely used strategies for 

summarizing videos. This method picks out a group of keyframes from the original video 

that stand in for the most significant and instructive frames. The original video is then 

summarized by placing these keyframes in a chronological order. The shot-based 

technique is another method that chooses the most representative and instructive shots 

from the movie based on different characteristics, like motion and color. Object-based 

techniques identify important objects or regions in the video and extract segments that 

contain these objects. 

Contribution: 

 

 

The above line of code snippet illustrates the direct execution of Temporal Convolutional 

Network [7] in Python. However, in this work, the default functionality of TCN is 

leveraged by the addition of Content-Based Frame sampling in order to attain a optimized 

space and time complexity for the task of extraction of key frames in summarization of 

long videos efficiently. 

 

2. Keyframe-Based Techniques for Summarizing Video: 

Among the most widely used methods for summarizing videos are keyframe-based 

techniques. Normally, characteristics like brightness, contrast, and color are taken into 

account while choosing the keyframes [5]. Keyframes can be chosen depending on a 

variety of factors, such as the maximum distance between adjacent keyframes or the 

permitted number of keyframes. The original video is then summarized by placing the 

keyframes in a temporal order. Although this method is quick and easy, it might not be 

able to catch all of the crucial details in reel. Keyframes are selected contingent on a vast 

set of variables, such the number of keyframes that are allowed or the maximum distance 

between neighboring keyframes [4]. The keyframes are then arranged in a chronological 

manner to summarize the original video. This method could fail to able to retrieve all of 

the important information from a video, despite how quick and simple it is. 

 
3. Shot-Based Techniques for Summarizing Video: 

Shot-based summary aims to choose a chosen few shots that best capture the video's 

content [2]. Segments a video into shots and selects the most representative shots that can 

capture the key content of the video. Shots are typically identified based on temporal or 

visual continuity. Typically, elements like motion, color, and texture are used to choose 

shots. The choice of shots can be made based on a variety of factors, including the 

maximum number of photos permitted or the similarity of adjacent shots. Because they 

capture more details about the video, shot-based techniques can be more productive than 

keyframe -based ones in summarizing length videos efficiently with excessive memory. 
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4. Object-Based Techniques for Summarizing Videos: 

An emerging method of video summary is object-based methodology. These methods 

locate significant objects or areas in the movie using computer vision algorithms, then they 

extract the segments that contain those objects. Because they gather more semantic data 

about the video than other techniques, object-based techniques may be more efficient. 

They cost more to compute and are more complicated. These techniques use computer 

vision algorithms to find important objects or locations in the movie, then they extract the 

segments that contain those objects. Object-based strategies may be more effective since 

they collect more semantic information about the movie than other techniques [4]. They 

are more difficult to compute and more expensive These techniques use computer vision 

algorithms to identify pertinent items or regions in the video and then extract the portions 

of the movie that contain important information. Since they extract more semantic 

information from the video than other methods, object-based approaches can be more 

effective. 

 
5. Architecture Diagram: 

 

Fig-1: System Architecture Diagram 
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Input: X (batch_size, sequence_length, input_dim) 

Output: Y (batch_size, sequence_length, output_dim) 

 

Define TCN architecture: 

- Number of layers: L 

- Filter sizes: [F₁ , F₂ , ..., F_L] 

- Number of filters: [N₁ , N₂ , ..., N_L] 

- Activation function: activation_fn 

 

Initialize TCN layers and parameters 

Forward pass: 

for each layer l in range(L): 

Apply 1D convolution: convolution_result = convolution(X, W_l) + b_l 

Apply activation function: activated_result = activation_fn(convolution_result) 

Apply temporal pooling: pooled_result = temporal_pooling(activated_result) 

X = pooled_result 

 

Algorithm: Temporal Convolution Network 

Fig-1:- The important phases are: (1) Frame Sampling depending on content; (2) 

Feature Engineering; (3) Temporal Convolution Network; (4) BART Summarization of 

Golden Summary (5) Compact Summary [8]. In phase of feature engineering, each frame’s 

feature descriptor is stored in the form of vector , Content-Based Frame Sampling is used 

to accelerate that process. Then the shot distribution information is used to reduce the 

complexity of the Temporal Convolution Network (TCN). The rank of the frame and 

golden summary are determined, is generated using ViTAS by HuggingFace API in 

Python. 

 
6. Methodology: 

6.1 Dataset Description: 

Datasets from SumMe and TVSum are used for evaluation [11]. SumMe comprises of 

25 films that range in length from one and a half to six and a half minutes and cover a 

variety of topics. Binary scores assigned at the frame level by at most 18 users are displayed 

underneath each video. On the other hand, TVSum has 50 videos, 5 each category, drawn 

from 10 categories. The TVSum video lengths range from one to ten minutes. Each film 

includes shot-level relevance scores that have been commented by 20 users, where every 

sequence lasts for two seconds. 

 

6.2 Algorithms Usage: 

6.2.1 Distributed- Temporal Convolutional Network: 

Distributed-Temporal Convolution Network works by clustering video frames into 

representative keyframes using a kernel-based approach, and then selecting the most 

relevant keyframes to form the summary [8] 

 
Table-1: Distributed- Temporal Convolution Network (TCN) Algorithm 
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6.2.2 Content-based Frame Sampling: 

Content-Based Frame Sampling is a video summarization method that selects 

keyframes based on their relevance and diversity. It uses a hash function to map the features 

of video frames into binary codes[9], and then selects representative keyframes based on 

their hamming distance. 

Table-2: Content-Based Frame Sampling Algorithm 
 

Algorithm: Content Based Frame Sampling 

Input: Video frames (F), Hash function (H), Target number of frames (N) 

 

1. Initialize an empty set to store selected frames: SelectedFrames = {} 

2. Compute the hash value for each frame in the video: 

for each frame in F: 

hash_value = H(frame) 

 

3. Sort the frames based on their hash values in ascending order: 

sorted_frames = sort(F, key=hash_value) 

 

4. Compute the interval for frame selection: 

interval = length(F) / N 

 

5. Select frames based on the computed interval: 

for i = 0 to N-1: 

index = floor(i * interval) 

selected_frame = sorted_frames[index] 

SelectedFrames.add(selected_frame) 

 

6. Return the set of selected frames: SelectedFrames 

 
Apply fully connected layers: 

flatten_result = flatten(X) 

for each fully connected layer m: 

fc_result = dot_product(flatten_result, W_fc_m) + b_fc_m 

flatten_result = activation_fn(fc_result) 

 

Set final output: Y = flatten_result 

Return output sequence Y 
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7. Performance Evaluation and Results: 

The model is trained on NVIDIA SMI GPU processor 525.85.12 with CUDA version 

12.0. The video summarized result is integrated with BART text summarization to improve 

the compactness of the final summary. 

 

Fig-2: GPU Configuration Specifications 

 

Fig-2 indicates the actual specifications of GPU used to execute the model. The GPU 

processor 525.85.12 is a powerful graphics processing unit designed for deep learning 

applications. It is optimized for running deep neural networks and can perform parallel 

computations at high speed. 

Fig-3: Video Input 
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Fig-3 shows that the model takes in a YouTube URL directly to carry out the 

summarization process. However, there’s also a feature of manual upload of any video 

whose summarization must be generated. 
 

 

Fig 4: Golden Summary extracted by ViTAS 

 
 

Fig-4 shows the golden summary extracted by the model. The key frames are selected using 

Content Based Frame Sampling and they are segmented using D-Temporal Convolutional 

Network. The segmented frame samples act as input to ViTAS model of HuggingFace API 

[10] which results in the generation of golden summary. 
 

 

 

Fig-5: Compact Summary extracted by BART 

 
Fig-5 shows the final compact summary of the video input which is a result of processing of 

golden summary by BART Text Summarization model [12,13]. In general, the extractive 

summary of the video is generated by BART. A pre-trained model of BART is taken, which 

can be used as a starting point for fine-tuning on specific domains. The pre-trained model is 

trained on vast amount of training data namely DailyMail and Arxiv [6]. 
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8. Analysis of Performance: 

Due to the typical TCN's performance, which takes into account every conceivable 

interval in the video, it is revealed that large videos cannot be handled professionally or 

effectively. After examining the shot length distribution, Distributed-TCN is suggested to 

address the problem brought on by the traditional TCN [6]. The Content-Based Frame 

Sampling method, here acts as a catalyst to skip some frames while maintaining 

performance in order to substantially reduce the feature engineering cost. 

 

Table-3: Time and Memory Consumption of Traditional-TCN 

Video 

Length 

60 180 300 420 

Processing 

Time 

41.25 1057.81 4800.53 130577.74 

Memory 

(MB) 

178.25 756.75 1988.13 3902.19 

 
Table-4: Time and Memory Consumption of Distributed-TCN 

Video 

Length 

60 180 300 420 

Processing 

Time 

21.37 193.77 548.12 1052.04 

Memory 

(MB) 

120.41 196.26 281.88 350.61 

 
Table 3 &4 depicts the time and memory consumed for different lengths of videos and 

compares the parameters between Traditional-TCN and Distributed- TCN. It is clearly evident 

that for the same lengths of input videos, Distributed-TCN has optimized in terms of time and 

space complexity of video processing. 

 

9. Result Analysis: 

Using the same data, comparison between the compact summaries created by BART 

and summarize.tech using GPT-4 summarization is caried out to evaluate the suggested 

methods. To determine the Cosine Similarity Index, Jaccard Similarity Index, and 

Levenshtein Similarity Index, the model's output is compared to summarize.tech's output. 

100 videos are taken in a pipeline for evaluation, and they are then compared using 

similarity indexes. In summary, the choice of similarity measure depends on the nature of 

the data being comparedand the type of analysis being performed. Euclidean similarity is 

suitable for continuous numerical data, Jaccard similarity is suitable for binary or 

categorical data, and Levenshtein similarity index is suitable for text data with spelling 

variations or typos. 
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Fig 6: Home page of summarize.tech 

 
Fig 6 shows the overview of summarize.tech portal which is available on the internet. 

Utilising the GPT-4 algorithm, the online tool Summarize.tech automatically reduces any 

text, webpage, or video while retaining the key ideas. 
 

 

Fig 7: Summary generated by summarize.tech 

 
Fig 7 shows the summary generated by summarize.tech for the same video input used in 

the proposed model. 

 
Table 5: Similarity Index Measures 

 

Model output vs summarize.tech 

output 

Similaity Index (%) 

Cosine 72.7098 

Levenshtein 51 

Jaccard 62.7657 
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An insightful comparison between the compact summary of the proposed model and the 

summary generated by summarize.tech is done using three similarity indices in Table 5: 

Cosine Similarity Index, Jaccard Similarity Index and Levenshtein Similarity Index 

respectively. Considering all the factors namely numerical data, categorical data, spelling 

mistakes, grammar, typos in terms of the above used similarity indices, we can observe 

that the model’s output has extracted relevant content in the video input 

 

10. Conclusion and Future Study: 

 

According to the experiment's findings, Distributed-TCN and Content-Based Frame 

Sampling surpassed the traditional method measured in variables of processing times as 

well as memory use while compromising just a slight degree of accuracy. These 

adjustments addressed the problem of processing lengthy videos and were helpful in 

lowering the resource consumption of video summarizing techniques. The performance 

bottleneck of cutting-edge video summarizing techniques [14] for processing lengthy 

movies was addressed by the authors' two innovative optimizations, Distributed-TCN and 

Content-Based Frame Sampling, which were offered in their conclusion. Using a 

commonly used video summarizing technique, these optimizations were tested on well- 

known datasets, and the findings demonstrated that they can reduce memory usage and 

increase processing speed while compromising a tiny degree of accuracy. 

 

A larger and more balanced training set should help us achieve better results in this 

area. This model necessitates a large amount of training data, and computing resources. 

The model must be updated to work on journals as well as generate abstract summary apar 

from extractive summary. A unified web UI is to be designed for end-users to directly 

generate the required format of summary. This can be achieved using top cloud computing 

systems like Microsoft Azure and Amazon Web Services. 
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