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Abstract   

Creating sophisticated credit scoring models is a useful method of locating defaulters. 

Extensive study was done on the ensemble credit rating since the ensemble learning approaches 

proven to be more effective than the individual classifiers. There are no standardised 

benchmark features for bank clients' credit scores, and each country and bank decides which 

standards to use based on the information it has available about its customers. Therefore, using 

the same classifiers on several data sets may yield excellent results for certain data sets but not 

others. Combining the best classifiers from among those available for each dataset 

independently with the ability to diversify the classifiers in ensemble learning methods 

produces excellent results for all datasets.  In this work, we developed 6 different multilevel 

stacking method in which we carried out the credit scoring using 3 base classifiers at level 0, 3 

meta-classifiers at level 1 and MLP as final classifier at level 2. The German and Australian 

UCI data sets were used to evaluate the suggested methodology. The ensemble models that 

combined KNN+DF+NB in level-1 and SVM+LR+RF in level-2 and MLP as final meta-

learner at level 3 exhibited the best accuracy, AUC, and F1-score performance.  The findings 

of this study showed that both balanced and unbalanced data sets produce highly favourable 

results using the suggested methodology.   
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1. Introduction 

Basel II states that a bank's capacity to store 

capital is influenced by its credit default 

risk and connected with its rating. One of 

the two basic techniques for determining 

and monitoring credit risk under the 

agreement is the use of credit rating 

agencies. [1]. A credit scoring model's goal 

is to predict a loan applicant's likelihood of 

default based on historical data [2]. It helps 

lenders decide whether to approve or reject 

borrowers.  Numerous research on 

customer credit scoring have been 

conducted as a result of the significance of 

credit risk assessment for banks. A scoring 

model was utilised in order to arrive at 

estimates for the probability of default 

(PD), exposure at default (EAD), and loss-

given default (LGD). Among these 

methods, the application of PD models has 

grown in popularity as a study subject.  
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There are two main categories of 

scoring models: those that use artificial 

intelligence and those that rely on statistical 

techniques. Logistic regression [3], linear 

discriminate analysis (LDA), and k-nearest 

neighbour are statistical methods (KNN).  

Artificial intelligence methods include 

decision trees, support vector machines, 

boosting algorithms, and artificial and deep 

neural networks (ANN & DANN) [4]. 

Numerous scholars have also suggested the 

best credit scoring techniques. A more 

advanced multi-population niche genetic 

algorithm for credit scoring was proposed 

by [5] and [6] as an information gain driven 

genetic algorithm wrapper feature selection 

for credit rating.  [7] suggested an ensemble 

strategy for credit scoring based on multi-

level classification and modified PSO 

clustering. An expert credit rating model 

was optimised by [8] using a genetic 

algorithm.  Another technique in the 

literature for determining credit scores is 

the robust optimization method [9]. The 

usage of single classifiers and ensemble 

classifiers, which combine two or more 

classifiers, can be used to categorise credit 

scoring methodologies. One machine 

learning algorithm might not produce the 

greatest outcomes. For credit scoring 

issues, recent studies established ensemble 

models, which produce more precise and 

sophisticated models than single 

classification techniques.  As demonstrated 

by [10], the final classification process can 

be enhanced by integrating or fusing the 

data collected from various classifiers.  An 

increase in the classification task's accuracy 

and resilience might be used to illustrate 

this. As long as the variety of the basic 

classifiers does not reduce the accuracy of 

the ensemble members, an ensemble 

system can be improved [11].  

Voting, bagging, boosting, and 

stacking are now the most popular 

ensemble procedures for credit scoring. 

Due to the stacking approach's great 

performance and resilience, it has been 

widely utilised in credit scoring models 

[12].  Although the stacking method used to 

build ensemble models demonstrated 

superiority, it is crucial to consider the 

performance of the base classifiers in order 

to maximise the stacking's benefits [5]. [13] 

suggested a hybrid ensemble credit scoring 

model that makes use of four classification 

algorithms and feature selection 

approaches. The classification techniques 

used are DT, SVM, NB, and generalised 

linear models (GLM). 8 ensemble models 

were created as a consequence, including 

GLM+SVM+NB+DT, GLM+SVM+NB, 

GLM+SVM+DT, GLM+NB+DT, 

SVM+NB+DT, GLM+DT, and SVM+DT. 

Among these 8 models, GLM+DT worked 

well with higher accuracy. By utilising a 

hybrid ensemble credit scoring model with 

stacking-based noise detection and weight 

assignment, one can lessen the detrimental 

effects of noisy data on classification 

methods [12].  The noise-detected training 

data should be utilised to generate noise-

detected training data and remove or adapt 

noisy data from raw datasets in order to 

increase default risk prediction 

competence. [14] has suggested a hybrid 

ensemble credit scoring model to address 

the issue of unbalanced data classification. 

This proposed model, which is built on the 

LSVM, KNN, MDA, DT, and LR 

classifiers, adaptively chooses the one with 

the highest AUC in accordance with the 

data distribution, then integrates all of the 

underlying classifiers to produce a forecast.  

[15] built a heterogeneous ensemble 

classifier using base classifiers including 

Naive Base, Support Vector Machine, 

Decision Tree, Random Forest, and 

Logistic Regression. These six base 

classifiers are used to create the proposed 

model's ensemble aggregation. 

Specifically, the random forest technique is 
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used to choose the best features. The 

ensemble model is built using the stacking 

and voting technique.  

The effectiveness of ensemble 

models over single classifiers has already 

been mentioned. However, by boosting 

variety, stacking-based ensemble models' 

outputs can be enhanced. The challenge of 

choosing the best algorithm is presented by 

the inclusion of various algorithms. Voting 

techniques are frequently used in ensemble 

learning issues to combine algorithms. 

Combining the algorithms and weighting 

them in accordance with an optimization 

procedure can lead to better outcomes.  

However, some unnecessary or redundant 

features may be present in credit scoring 

datasets, lengthening training time and 

lowering algorithm performance. The 

complexity of the algorithms can be kept to 

a minimum, training time can be cut down, 

and accuracy can be raised by the use of FS 

[16].   

This study used a variety of base 

classifiers, including Naive Bayes (NB), 

Support Vector Machines (SVM), Decision 

Trees (DT), K-Nearest Neighbors (KNN), 

Logistic Regression (Logit), and Random 

Forest (RF).  The proposed methodology 

was evaluated using three performance 

metrics, including Accuracy, F-Measure 

and AUC, and two benchmark datasets of 

UCI Australian and Germany. 

 

2. Classification Techniques 

2.1 Artificial neural network (ANN)  

Artificial neural network (ANN) 

models frequently use a non-parametric 

method that was influenced by the structure 

of a neuron in order to capture complex 

connections between inputs and outputs 

[17].  The type of ANN that is most 

frequently used is the multi-layer 

perceptron (MLP), which has one input 

layer, one or more hidden layers, and one 

output layer. ANN has been used to handle 

classification problems and credit risk 

prediction (regressions) concerns [18] [19].   

The ANN model begins passing the 

features of each consumer to the input 

layer. Prior to arriving to the output layer, 

which displays the final prediction based on 

the weights, the hidden layers process these 

features.  The latter is defined for each 

feature according to its relative relevance. 

Finally, using an activation function like 

the sigmoid, all the weighted features are 

merged to form outputs. This strategy is 

applied repeatedly to reduce the difference 

between the anticipated and true class [20].  

The framework of an ANN is 

designed after that of the biological brain 

system. Credit scoring is just one of many 

areas where ANN can be put to good use; 

Other fields include signal processing, time 

series prediction, pattern recognition, data 

categorization and clustering, etc. 

Modifying the connections between the 

neurons is part of training an ANN.  The 

system's topology determines whether an 

ANN is a feedforward neural network 

(FFNN) or a feedback neural network 

(FBNN). The data stream in an FFNN 

network is unidirectional and does not 

contain any response loops, but in an FBNN 

network, the stream is bidirectional and 

does contain response loops. Multilayer 

Perceptron (MLP), a three-layer network 

design with an input layer, a hidden layer, 

and an output layer, is a member of the 

FFNN family. The layer that receives the 

inputs has the same number of neurons as 

features in the dataset. The hidden layer of 

the MLP is essential because it serves as a 

mapping between the input and output 

layers. The output layer is used to give the 

network's final result. 

 

Each neuron in an MLP network is 

equipped with summation and activation 

functions, and all neurons in the layer are 
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connected to one another by numerical 

weights. The inputs, weights, and bias are 

disclosed in Eq, and the summation 

function provides a concise summary of the 

Equation (1).  Wij is the weight of the 

connection between input neuron i and 

output neuron j, bj is a bias term, and n is 

the total number of neuron inputs. The 

output of the summing function will be sent 

into the activation functions. S-shaped 

sigmoid functions are frequently utilised 

for non-linear activation functions. Eq. 

displays the sigmoid Equation (2).  

Therefore, the output of neuron j can be 

represented as in Equation (3).   

 

𝑆𝑗 = ∑ 𝑤𝑖𝑗 𝐼𝑖 +  𝛽𝑗
𝑛
𝑖=1                             (1) 

 

𝑓(𝑥) =  
1

1+ 𝑒−𝑥                                        (2) 

 

 𝑦𝑗 = 𝑓𝑗  (∑ 𝑤𝑖𝑗𝐼𝑖 + 𝛽𝑗
𝑛
𝑖=1 )                    (3) 

 

 

 

When an ANN is being built, its 

parameters can be optimised with the help 

of this method's learning procedure (set of 

weights).  Instead, the outcomes are 

estimated using a curved and updated 

weighting system, which also helps to 

lower the standard deviation of the 

estimated errors. Supervised learning is a 

key part of MLP training.  Supervised 

learning seeks to reduce the discrepancy 

between predicted and actual results. 

Backpropagation is one of the most widely 

used supervised learning techniques based 

on Gradient.  Learning the derivative of an 

ANN's objective function in terms of the 

weights and biases that replace between 

layers is an iterative process.  The method 

struggles to perform well when the search 

space is huge and excels only with 

discriminable goal functions.   

 

2.2 K-Nearest Neighbour 

The K-nearest-neighbor (KNN) 

model is a type of statistical learning that 

does not rely on parameters. Classification, 

prediction [21], audio-visual recognition, 

and many other cutting-edge applications 

all make heavy use of it in AI research.  The 

key function of the KNN model is to assign 

a category to an unlabeled data point by 

comparing it to those of known data points. 

It begins by extracting the characteristics of 

the data that will be classified and 

comparing them to the testing set's data 

from recognised categories.  Then, it 

chooses the components that are the closest 

to the real point, and it calculates the 

frequency of the category. The closest and 

most comparable neighbour is used as the 

final step [22].  The Manhattan distance, the 

Euclidean distance, and the Chebyshev 

distance are just a few of the distance 

calculating methods available. Because of 

its greater accuracy for high-dimensional 

data, the Manhattan distance is used in this 

research.  Two points, xi and xj, each 

having characteristics I and j, are separated 

by a Manhattan distance, denoted by dM 

[23], is given in Equation (4): 

 

dM (xi, xj) = ∑ |xi – xj|                           (4) 

 

2.3 Support Vector Machine 

Classification and regression problems are 

addressed by employing a sophisticated 

supervised learning model called the 

support vector machine (SVM) [24].  SVM 

is different from neural networks in that it 

is based on structural risk minimization 

(SRM) ideas, which promote better 

generalisation (NN).   Using support 

vectors, SVM recognises patterns between 

two classes of points (SV). The decision 

surface known as SV is obtained by solving 

a quadratic programming problem [25]. As 
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stated in Equation (5), the primary SVM 

task is to estimate a classification function.  

 f: Rn → {±1}                                                       (5)  

where f is the function that maps points x to 

their correct classification y; the 

input/output training data are from classes 

(x1, y1), . . . , (xi, yi) ∈ Rn × {±1}. Equation 

(6) provides the SVM equation:  

f (x) = ∑i
n=1 yiαik(x, xi) + b                    (6) 

As shown in Equation (7), the kernel 

function transfers the lower-dimensional 

space and returns the dot product of the 

transformed vectors in the higher-

dimensional space (transformed space), 

where (xi, yi) is the ith training point, αi and 

b are the learning weights, and k(x, xi) is 

the kernel function.  

k(x, xi) = ϕ(x)·ϕ(xi)                                 (7) 

 

2.4. Logistic Regression 

Logistic regression (LR) is the statistical 

model that employs a logistic function in its 

most fundamental form to represent a 

binary dependent variable, despite the 

existence of many more complex 

extensions. A binary logistic model uses an 

indicator variable with the possible values 

"0" and "1" to represent a dependent 

variable with two possible mathematical 

values, such as pass or fail.  The decision 

function is constrained by a machine 

learning model to a particular set of 

circumstances. The model's hypothesis 

space is determined by this set of 

requirements. Of course, we also expect 

that these requirements are straightforward 

and sensible. The LR model's presumptions 

are as follows:  

 

𝑃(𝑦 = 1|𝑥; 𝜃) = 𝑔(𝜃𝑇𝑥) =  
1

1+ 𝑒−𝜃𝑇∗𝑥
   (8) 

 

The decision function that corresponds to 

the sigmoid function, denoted by g(h), is:  

 

𝑦∗ = 1, 𝑖𝑓 𝑃(𝑦 = 1|𝑥) > 0.5 
 

The standard approach is to set the 

threshold at 0.5. You can choose from a 

variety of thresholds in the real application. 

You can pick a higher threshold if the 

positive example's accuracy is high. You 

can choose a lower threshold if recall is 

high.  

 

 

2.5. Random Forest 

An ensemble learning-based 

categorization method is Random Forest. 

The DT classifier is used to construct each 

classifier in the ensemble. It is a group of 

classifiers that come together to form a 

forest. The attributes used to build each 

decision tree are chosen at random for each 

node. Every tree casts a vote during 

classification. Based on votes, the class 

with the most votes is taken into account in 

the output.  

Training a random forest typically 

involves the use of bagging or Bootstrap 

aggregation methods.  Consider a training 

set xi X with class output yiY.  Bagging 

employs a series of random sample 

selections to ensure that the decision trees 

are a good match for the training dataset.  

Attribute-based tree-building results in 

several trees, each of which uses a unique 

classification for newly introduced 

instances. An algorithm uses votes to 

decide which category a new instance best 

fits into.  

The RF classifier uses the Gini index to 

decide which features to use. The Gini 

index evaluates how impure an attribute is 

in comparison to a certain class. When one 

case is chosen at random from a training set, 

the Gini index is;   

∑ ∑(𝑓(𝐶𝑖 , 𝑇)/|𝑇|) (𝑓 (𝐶𝑗 , 𝑇)/|𝑇)        (9) 

 

The probability of the chosen case Ci is 

represented by the expression f (Ci, T) / |T|.  
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2.6. Decision Tree 

The decision tree is a common supervised 

machine learning technique for solving 

classification and regression problems 

(DT).   It is renowned for having a structure 

like a tree that is simple to understand when 

visualised as a tree. Leaf nodes and internal 

nodes make up DT. The leaf nodes 

represent the final class, whereas the inner 

nodes represent tests over attributes and 

have multiple branching for each possible 

conclusion. The best qualities are 

determined using a heuristic or statistical 

method as part of the top-down divide-and-

conquer construction of DT. The 

information gain is calculated after each 

cycle to decide whether or not to add a 

feature. The mathematical formula for 

determining the information gain is shown 

in equation (10) where ∑ 𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖)
𝑐
𝑖=1  

calculates the entropy, where Pi stands for 

the instance (i) with the highest probability 

and c stands for the classes that are present 

in the dataset. Additionally, S stands for the 

sample set, Sv for the elements that hold v 

in the attribute A, V(A) for the values of the 

variable A, and E for entropy.  

  𝐼𝐺(𝑆, 𝐴) =  − ∑ 𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖)
𝑐
𝑖=1 −

∑
𝑆𝑣

𝑆

𝑐
𝑣∈𝑉(𝐴)  𝐸(𝑆𝑣)                                        (10) 

2.7. Naïve Bayes 

The Naive Bayesian (NB) algorithm 

relies on the application of the Bayesian 

theorem with high independence 

requirements among the characteristics. 

The necessary probability terms for 

classification are estimated using a set of 

training data. The precision of the 

predictable needed probability terms serves 

as a gauge for this performance.  

Conditional probability is the major 

emphasis of the naive Bayes classifier. It is 

appropriate for high dimensional inputs and 

makes the assumption that the 

characteristics and features are 

independent.  The presumption is that, 

given the instance's target value, the 

product of the probabilities for each 

individual attribute determines the 

likelihood that the conjunction a1, a2, an will 

be noticed.  

 

𝑃(𝑎1, 𝑎2, … , 𝑎𝑛|𝑣𝑗) = ∏ 𝑃(𝑎𝑖| 𝑣𝑗)𝑖     (11) 

 

In this case, ai stands for a distinct 

attribute value, and vj for a distinct target 

value.  

 

2.8 Stacking Learning 

It is crucial to mix various machine learning 

models to create a learning model since 

some machine learning models might not 

perform well when faced with the demands 

of challenging jobs. The ensemble learning 

model is the name of this teaching strategy.  

Two categories can be used to categorise 

ensemble learning. The first is referred to as 

the sequential method, in which machine 

learning models, including boosting and 

gradient boosting, are built consecutively 

and have a strong dependency on one 

another.  The second approach is referred to 

as the parallel technique, in which machine 

learning models like bagging and random 

forest are created in parallel without a 

heavy reliance [26].  A distinct ensemble 

learning model from boosting and bagging 

is stacking [27]. Stacking enhances the 

model's functionality, lowers the 

generalisation error, and makes the model 

more widely applicable. Through the use of 

a meta-classifier, stacking integrates many 

machine learning models. There are two 

main layers in the stacking model. Base 

classifiers, a kind of machine learning 

models, make up the top layer. With 

varying classification performances, the 

base classifiers go on with the output 

prediction process using the input data. All 
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of the output predictions are combined 

during stacking to create fresh inputs for the 

second layer. The final prediction is 

obtained by the second layer, which is 

known as the meta classifier, using the new 

inputs as its input.  

2.8.1 Multi-level Stacking 

Multi-level stacking is refined by applying it to several stacked layers.  

 

                          

Figure 1: Multilevel Stacking 

 

In a three-level stacking, for instance, 

Level-0 is the same since different base 

learners are taught using k-fold cross 

validation. N of these meta models are used 

at level 1 rather than just one. The N meta-

models of level-1's final meta model are 

used at level-2 to make predictions.  

 

3 Experimental study 

3.1. Credit Datasets 

The experiments make use of two real-

world datasets from the UCI machine 

learning library, namely the German and 

Australian datasets. In Table 1, the 

datasets' specifics are displayed.  

There are 1000 samples total in the 

German credit dataset, 700 of which are 

positive and 300 of which are negative. 

Each instance has a target attribute, 13 

categories features, and 7 numerical 

features. Among the 690 samples in the 

Australian dataset, 307 samples are 

positive and 383 samples are negative. 

Each instance consists of a target attribute, 

six categorical attributes, and eight 

numerical features.  

 

  

Level 0 Level 1

 

Level 2
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Table1. Credit datasets taken from the UCI machine learning repository  

 

Dataset 

Number 

of 

Instances 

Good 

cases 

Bad 

cases 

Categorical 

features 

Numeric 

features 

Total 

features 

German 1000 700 300 13 7 20 

Australian 690 307 383 6 8 14 

 

 

3.2. Feature Selection 

Improving credit scoring system 

predictions with feature selection's 

inexpensive and quick classifiers is 

possible. It is possible to combine the 

feature selection and subset selection 

processes. Wrappers, filters, and 

embedding methods are the three primary 

groups from which to choose which 

features to use.  

The random forest approach is a method 

that is based on trees, and we have utilized 

it in this study to choose features. The 

random forest approach is used to 

determine the value of each characteristic, 

after which the least relevant features are 

eliminated and the most significant 

elements are chosen. As a method of 

classification, random forest is frequently 

utilized. It also has the ability to determine 

the relevance of the features, and as a 

result, it can function as a selector for those 

features.  

The functioning of random forest is 

based on constructing a series of decision 

trees.  The final significant feature Aj can 

be calculated as the following given a 

difference in the performance for the tree i 

denoted by di.  

 

𝐼(𝐴𝑗) = ∑ 𝑑𝑖/(𝑛𝑥𝑆𝐸𝑑)          (12) 

 

Where n is the number of elements in 

the dataset, SEd is the standard error of di 

taking into account all trees (SEd = 

SDdi√𝑛 ), and SDd is the standard 

deviation of di.  

 

3.3. Proposed Method 

For the purpose of ensemble 

aggregation, the suggested model is 

constructed with the help of six different 

base classifiers. In order to choose the 

most useful characteristics, a feature 

selection algorithm that makes use of the 

random forest method is utilized. The 

dataset pertaining to credit is split up into 

a training set and a test set.  The multilevel 

stacking method is utilized for ensemble 

classification in the model that was 

suggested. Stacking is first used on the 

base classifiers of the classification 

system. This is done in two levels. To 

begin, the training dataset is subdivided 

into 10 folds so that it can be subjected to 

cross validation.  Each iteration used 10-1 

(9) folds to train the baseline classifiers 

and 1 fold to predict the result. The 

complete training set's prediction is 

obtained after 10 iterations. Meta-features, 

or the predictions from each classifier, are 

collected from the output of the classifiers 

and added to the dataset.  The second stage 

makes use of three unique MCs, or meta-

classifiers. The output of these meta-

classifiers is predicted using MLP as a 

final mete-learner.   
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3.4. Evaluation Measures 

The choice of evaluation metrics is crucial 

for confirming the effectiveness of the 

categorization models. For various 

assessment and prediction metrics, 

confusion matrices have been taken into 

consideration. Table 2 displays the 

confusion matrix.  

 

Table 2. Confusion Matrix 

 
Predicted 

Positive Negative 

Real 

Positive 
True Positive 

(TP) 

False Negative 

(FN) 

Negative 
False Positive 

(FP) 

True Negative 

(TN) 

 

Instances that fall inside the positive 

class and are accurately classified as 

positive by the model are known as true 

positives (TP). False positives (FP) are 

situations that the model mistakenly 

classifies as positive even when they 

actually belong in the negative category.  

False negatives (FN) are instances that 

belong to the positive class but are 

incorrectly identified as negative by the 

model. Finally, negative cases that were 

correctly labelled as negative by the model 

are called true negatives (TN).  Accuracy, 

Precision, Recall, F-measure, Specificity, 

and Area Under the ROC Curve (AUC) are 

stated using the confusion matrix as 

follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
                                                                                                           (13) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                                      (14) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                        (15) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 𝑋𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑋𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                            (16) 

The F-measure, as shown in equation (16), 

is a way to evaluate the accuracy of a 

model. It is calculated by taking twice the 

product of recall and precision, and then 

dividing by the sum of precision and recall. 

The number of true positive outcomes 

divided by the total of true positive and 

false positive results is the definition of 

precision in equation (14). Recall is 

calculated by dividing the total of true 

positive and false negative findings by the 

number of true positive outcomes. The 

Receiver Operating Characteristic (ROC) 

curve's two-dimensional area under the 

curve is measured by the AUC, or area 

under curve. AUC values above a certain 

threshold imply improved model 

performance. 

 4. Results and Discussion  

Eighty percent of the dataset is used as 

training data, while twenty percent is used 

for testing. As base models, we utilise 

SVM, LR, KNN, RF, Naive Base, and DT, 

and MLP as the final meta-learner.  

We evaluate a multi-layer stacking 

ensemble. The ensemble uses multiple 

meta classifiers on different layers. Our 

objective is to create a stacking model 

(multilayer).  Six different stacking 

models are created using 3 base classifiers 
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at level 0, 3 meta-classifiers at level1 and 

one final meta-classifier at level 2.  

 The testing set, which included 

datasets from both Australia and Germany, 

served as the foundation for the findings in 

this section. Each classifier is trained using 

ten-fold cross validation.  

 

The results of several ensemble 

classifiers are displayed in Tables 3 and 4 

with respect to Accuracy, F-measure, and 

AUC.  

Table 3. The classification results for the Australian dataset.  

First Layer Second Layer Meta 

Classifier 

Accuracy F-Measure AUC 

KNN+LR+DT SVM+RF+NB MLP 90.35 89.15 88.36 

KNN+DT+NB SVM+LR+RF MLP 94..23 94.02 93.47 

DT+NB+SVM KNN+LR+RF MLP 88.65 88.56 87.35 

RF+SVM+KNN DT+LR+NB MLP 87.95 87.84 86.69 

LR+SVM+RF KNN+DT+NB MLP 87.62 87.47 86.64 

LR+RF+DT SVM+NB+KNN MLP 91.56 89.45 88.48 

 

 

Figure 2: Results of various multilayer stacking models using various classifier 

placements on an Australian dataset 

 

Table 4. The classification results for the German dataset 

First Layer Second Layer Meta 

Classifier 

Accuracy F-Measure AUC 

KNN+LR+DT SVM+RF+NB MLP 84.35 84.15 83.36 

KNN+DT+NB SVM+LR+RF MLP 87..23 87.02 86.47 

DT+NB+SVM KNN+LR+RF MLP 86.65 85.56 85.35 

RF+SVM+KNN DT+LR+NB MLP 84.95 83.84 82.69 

LR+SVM+RF KNN+DT+NB MLP 83.62 83.47 82.64 

LR+RF+DT SVM+NB+KNN MLP 82.95 82.15 81.69 
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Figure 3: Results of various multilayer stacking models using various classifier 

placements on a German dataset  

The ensemble models that incorporated KNN+DF+NB in level 1, SVM+LR+RF in level 2, and 

MLP as the final meta-learner at level 3 had the highest performance in terms of accuracy, 

AUC, and F-measure out of all the stacking models we developed.  

 

Table 5. Comparison of performance with other credit scoring models 

Reference Method 

 

Australian 

dataset 

German 

dataset 

Tripathi (2018) [28] NB-DT-QDA-TDNN-PN N 

(Layered weighted voting) 

93.02 84.26 

Xia et.al (2020) [29] RF + GBDT + XGBoost + 

LightGBM + CatBoost 

86.39 77.72 

Yotsawat et.al (2021) 

[2] 

Cost-sensitive neural network 

ensemble 

84.93 74.40 

Zou et.al (2022) [30] Extreme learning machine 

enhanced gradient Boosting 

86.35 76.17 

Nasser Khalil (2022) 

[31] 

Integrated optimal hybrid 

ensemble credit scoring model 

based on classifier 

Selection 

93,21 84.53 

Proposed method KNN+DF+NB / SVM+LR+RF / 

MLP 
94..23 87.23 
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5. Conclusion  

Effective analysis of default 

customers is essential to enhancing the 

financial standing of banks and other 

financial organisations. Creating 

sophisticated credit scoring models is a 

useful method of locating defaulters.  In the 

credit risk literature, a variety of methods 

have been proposed for credit scoring of 

bank customers. Among these methods are 

single classifier methods and multiple 

classifier methods which combine to 

perform ensemble credit scoring. The 

effectiveness of ensemble learning 

approaches over single classifiers has led to 

substantial study on ensemble credit 

scoring and the development of a number of 

different techniques. On the other hand, 

there are no benchmark features that can be 

utilised globally for the credit score of bank 

clients, and each nation and bank chooses 

which aspects to use based on the facts 

about its consumers.  As a result, using the 

same classifiers on various datasets may 

yield excellent results for some but not 

others. Combining the best classifiers from 

among those available for each dataset 

independently with the ability to diversify 

the classifiers in ensemble learning 

methods produces excellent results for all 

datasets.  

In this work, we developed 6 different 

multilevel stacking method in which we 

carried out the credit scoring using 3 base 

classifiers at level 0, 3 meta-classifiers at 

level 1 and MLP as final classifier at level 

2. the ensemble models that combined 

KNN+DT+NB in level-1 and 

SVM+LR+RF in level-2 and MLP as final 

meta-learner at level 3 exhibited the best 

accuracy, AUC, and F1-score performance. 

Additionally, the random forest feature 

selection approach is used to carry out the 

feature selection process.  

The UCI German and Australian 

datasets were used to evaluate the 

suggested technique. The study's findings 

demonstrated that the suggested approach 

produces very favourable outcomes for 

both balanced datasets (with roughly equal 

numbers of excellent and bad classes) and 

unbalanced datasets (with a large difference 

between the number of good and bad 

classes).  This method can therefore be used 

to the internal credit scoring systems of 

some developing nations without credit 

scoring agencies as well as the credit 

scoring of real data by credit scoring 

companies.  

Future research directions focus more 

on using different classifiers as meta-

classifiers at level 2 in stacking and also 

extending this to different datasets. 
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