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Abstract 

 

Forecasting stock market trends in often challenging due to the randomness and volatility of the nature of its 

movement owing to several factors. Often it is difficult to formulate a numerical counterpart for the diverse set 

of governing variables which can potentially impact stock movement. Moreover, collecting such data through 

indirect data mining techniques may often contain substantial biased and skewed opinions pertaining to a 

particular sample set. Thus, a naturally pragmatic approach seems to be designing a model trained on historical 

data, which is able to forecast both in and out sample. This would render high degree of robustness and practical 

utility to the developed model. This paper presents an approach to combine multi-resolution analysis with deep 

neural networks to forecast the future movement of stock markets. The multi-resolution analysis is used to 

remove effects of baseline noise inherent to time series stock datasets, followed by pattern recognition using 

deep neural networks. A diverse set of S & P datasets have been chosen for analysis. The forecasting accuracy, 

error rates and regression have been used compare the performance of the model against benchmark existing 

models. 
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1. Introduction 

 

Stock markets is a multi-variate time series model 

which can be influenced by a variety of factors, 

including global parameters. For instance, 

Economic indicators such as GDP growth, 

unemployment rates, inflation, and consumer 

confidence in major economies can impact investor 

sentiment and influence stock prices [1]. Positive 

indicators may lead to bullish markets, while 

negative indicators can lead to bearish trends. 

Trade tensions and agreements between countries 

can impact international trade and corporate 

earnings, which in turn can affect stock prices [2]. 

Tariffs, import/export restrictions, and trade 

negotiations can create uncertainty in the market. 

Political instability, conflicts, and geopolitical 

events can lead to market volatility [3]. Uncertainty 

caused by such events can make investors more 

risk-averse and lead to market sell-offs [4]. Global 

economic health and growth prospects can impact 

investor sentiment. If the global economy is 

thriving, investors may be more willing to invest in 

stocks. Conversely, economic slowdowns can lead 

to market downturns. Often, investing requires 

understanding the intricate interplay of all these 

factors and their potential impact on stock prices 

[5]. One of the most critical challenges which most 

forecasting models face is the out of sample 

forecast, which often leads to higher error rates for 

fluctuating datasets. However, its is extremely 

important to achieve relatively high forecasting 

accuracy for out of sample forecasts as this would 

render robustness and reliability for the model to be 

used in practical scenarios. As influences of global 

stock markets impact a particular stock market 

movement in real time, hence it is challenging to 

estimate such movement trajectories in advance 

[6]. For instance, if we consider the Indian stock 

market, the opening for stocks are impacted by 

updates from the Tokyo stock exchange, in Japan 

as it is ahead with respect to time zones. Moreover, 

the impact of the London or New York stock 

exchange would also be felt from the previous 

day’s closing patterns. Thus, the impact of both 

stock markets in time zones ahead (for next day) 

and in time lagged time zones (from previous day) 

would impact the movement of the stock market 

for companies listed in global stock markets. These 

influences often lead to drastic non-monotonic 

movement in stock trends which are hard to 

predict. This makes it even more necessary to 

design algorithms which can forecast out of 

sample, with relatively high accuracy, as the 

forecasting results are readily used for investment 

decisions [7].  

 

Machine learning has gained significant attention 

in the field of stock market prediction due to its 

potential to analyze large amounts of data, identify 

patterns, and make informed prediction. As Stock 

markets generate vast amounts of data, including 

historical price movements, trading volumes, 

company financials, economic indicators, news 

sentiment, and more. Machine learning algorithms 

can handle the complexity of this data and identify 

non-linear relationships that traditional statistical 

methods might miss [8]. Kim et al. in [9] proposed 

an approach to compute the effective transfer 

entropy (ETE) among the various stock prices of 

companies listed globally to investigate the impact 

on one of them with regards to others. This 

approach enables to correlate the behavioural 

patterns of stock movement as a function of global 

influencing parameters. Bouktif et al. in [10] 

proposed opinion mining of social media and 

micro-blogging sites which release publicly 

available datasets to create a composite training 

vector for stock market prediction. Eapen et al. in 

[11] proposed the ensemble design of two 

individually effective deep learning models viz. the 

LSTM and the CNN, which was shown to 

outperform the individual models in terms of 

forecasting accuracy. Wen et al. in [12] proposed a 

variable cross entropy based approach akin to the 

transfer entropy model which correlates various 

global influencing parameters. Guo et al. in [13] 

proposed updating and optimizing the training 

weights of the support vector regression (SVR) 

model based on the particle swarm optimization. 

The dataset was not optimized, rather the SVR 

model’s training was optimized through the PSO. 

Raimundo et al. in [14] employed recursive multi-

resolution DWT analysis on stock time series data 

to be used in conjugation with the conventional 

SVR model. The aim of the approach was to filter 

out the baseline noise from the dataset. Baek et al. 

in [15] proposed an LSTM-LSTM cascaded 

ensemble with an aim to prevent overfitting of the 

latter LSTM model through optimization of data 

through the first LSTM module. Selvin et al. in 

[16] explored the stck market forecasting accuracy 

of several benchmark models comprising of 

autoregressive integrated moving average 

(ARIMA), recurrent neural networks (RNNs), 

GARCH and LSTM. Billah et al. in [17] employed 

the ubiquitous Levenberg Marquardt (LM) model 

for forecasting stock trends. The minimization of 

the cost function based on the computation of 

Jacobian matrix rather than the Hessian matrix was 

evaluated for speed of convergence as well as 

forecasting accuracy. . Sen et al. in [18] proposed a 

GARCH based model to forecast stock prices of 

diverse Indian Companies incorporating volatility 

modelling of stocks. Sharma et al. in [19] presented 

a hybrid genetic algorithm (GA) optimized neural 

network model (GANN) for forecasting stock 

movement. The approach showed that the proposed 
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work outperformed the nack propagation based 

ANN (BPANN) model in terms of MAPE.  Sharaf 

et al. in [20] proposed a hybrid bi-directional 

LSTM model in conjugation with Covid-19 

pandemic sentiment analysis. The sentiment 

analysis was implemented based on news feeds 

available in public domain. 

2. Proposed Methodology 

 

The methodology developed in this paper tries to 

address the inherent challenges in stock market 

forecasting along with the research gaps in existing 

literature. Such limitations and challenges are 

identified asL 

 

1) Time series stock market datasets are inherently 

noisy in nature, thereby making pattern recognition 

challenging. 

2) The stock movement often shows high 

variability for in-sample and out of sample 

forecasts, where the latter typically results in higher 

error rates. 

3) Data mining techniques applied to publicly 

available datasets often exhibit substantial skewed 

biases, thereby rendering a skewed connotation to 

the training vector in favour or against a particular 

stock.  

4) Employing a training algorithm which can 

render high prediction accuracy for multiple 

benchmark datasets. 

 

The methodology developed in this paper attempts 

to address all these issues, thereby attaining high 

forecasting accuracy.  

 

Multi Resolution Analysis  

Multi resolution analysis essentially entails 

splitting the dataset into lower and higher 

resolution (frequency) components so as to filter 

out baseline noise. One of the most effective multi-

resolution analysis tools is the discrete wavelet 

transform (DWT) which separates the low and high 

resolution components in the transform domain. 

The (DWT) is a mathematical technique used in 

signal processing to decompose a signal into 

different frequency components. It has been 

applied to stock market prediction as a way to 

extract useful features from stock price time series 

data [21].The DWT breaks down a time series 

signal into different scales or levels of detail. It 

decomposes the original signal into approximation 

and detail coefficients at various scales. In the 

context of stock market data, the DWT can help to 

identify different frequency components in the 

price movement[22]. Thus, the DWT provides a 

multiscale analysis of the data. This can be 

particularly useful in stock market prediction, as 

different time scales may have different impacts on 

stock prices. For instance, short-term fluctuations 

and long-term trends could be captured through 

different wavelet scales [23].Thus combining DWT 

with other techniques, such as machine learning 

models and traditional financial analysis, to create 

a comprehensive prediction strategy. 

Mathematically, the DWT is defined as: 

 

𝐙(𝐱, 𝐤𝐬𝐜, 𝐤𝐬𝐡) = 𝐋𝐧 ∑ 𝐳(𝐱)𝐌 [
𝐧−𝐢𝐤𝐬𝐡

𝐤𝐬𝐜
]𝐢 (1) 

Here, 

Z is denotes dataset in transform domain 

z(x) denotes the dataset 

ksc denotes the scaling factor. 

ksh denotes the shifting factor. 

n denotes the decomposition level 

Ln denotes the dilation factor  

M denotes the DWT kernel. 

 

The essence of the DWT algorithm lies in the fact 

that the high resolution co-efficients (CD) entail the 

baseline noise while the low resolution co-

efficients (CA) happen to entail the fundamental 

information content. Thus, recursively filtering out 

the CD values while keeping the CA values allow 

for the data to be filtered from baseline noise in the 

transform domain. 

 

Dataset Preparation and Training 

Once the baseline noise is removed through the 

application of the DWT, the next step is the dataset 

preparation for training. To forecast accurately with 

respect to in-sample and out of sample, it is 

necessary to prepare the data set in such a way that 

it captures patterns which can be interpolated to 

forecast out of sample [24]. This is done using the 

weighted mean of the recent samples to create a 

composite dataset given by: 

 

𝐗𝐂𝐨𝐦𝐩 = 𝐗𝐌𝐑(𝐭), 𝐓𝐌𝐑(𝐭), 𝐓𝐌𝐑
𝐦𝐨𝐯𝐢𝐧𝐠(𝐭 −

𝐢𝐏)∀ 𝐢𝛜𝟏 … . . 𝐧             (2) 

 

Here, 

XComp denotes the composite training vector. 

𝑋𝑀𝑅(𝑡)denotes the multi-resolution filtered time 

series input variables. 

𝑇𝑀𝑅(𝑡) denotes the multi-resolution filtered time 

series target variable. 

𝑇𝑀𝑅
𝑚𝑜𝑣𝑖𝑛𝑔

 denotes the moving recent samples of the 

multi-resolution filtered time series target variable. 

𝑃 denotes the sample period for the moving 

window. 

𝑖 denotes the index of the window. 

 

The index of the window can be chosen based on 

the point of prediction for the in-sample or out of 

sample forecast. It should be noted though that 

choosing a very wide window would sabotage the 

initial purpose of creating the moving window by 
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incorporating a very wide sample space [25]-[26].. 

On the contrary, creating a very narrow window 

size 𝑃, would result in ineffective capturing of the 

data samples. Ideally, the following relation should 

hold true: 

𝑳𝒔𝒂𝒎𝒑𝒍𝒆(𝑷) ≈ 𝑳𝒔𝒂𝒎𝒑𝒍𝒆𝒔(𝑭)(3) 

Here, 

𝐿𝑠𝑎𝑚𝑝𝑙𝑒(𝑃) denotes the length of the moving 

window in terms of samples. 

𝐿𝑠𝑎𝑚𝑝𝑙𝑒(𝐹) denotes the length of the forecast span 

in terms of samples 

 

The next step is the design and training of the deep 

neural network. The cost function deciding the 

truncation of the deep neural network chosen in 

this paper happens to be the mean squared error 

(mse), defined as: 

 

𝑱 = 𝒎𝒊𝒏⏟  
𝒐𝒗𝒆𝒓 𝒊

𝟏

𝒏
∑ (𝒑𝒊 − �̂�𝒊)

𝟐𝒏
𝒊=𝟏                     (4)   

Here, 

𝐽 denotes the cost function. 

𝑖 denotes the iterations over which the value of 𝐽 
needs to be minimized, monotonically. 

𝑛 denotes the number of samples for forecast. 

𝑝 denotes the predicted value. 

�̂� denotes the target. 

 

The back propagation training rule comprising 

of the error gradient as well as the 2nd order 

partial rate of change of forecasted errors need 

to be applied as feedback vectors at each 

iteration. Mathematically,  

 

𝑿𝒊
𝒇

=

[
 
 
 
 

𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝟏
⋯

𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝒏

⋮ ⋱ ⋮
⋮

𝝏𝟐𝒆

𝝏𝒙𝒏𝝏𝒘𝟏

⋯
⋮

𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝒏]
 
 
 
 

𝒊

, 𝜵[
𝟏

𝒏
∑ (𝒑𝒊 −𝒏

𝒊=𝟏

�̂�𝒊)
𝟐]                         (5) 

 

Here, 

𝑋𝑖
𝑓
 denotes the feedback input at each iteration. 

[
 
 
 
 

∂2e

∂x1∂w1
⋯

∂2e

∂x1 ∂wn

⋮ ⋱ ⋮
⋮

∂2e

∂xn ∂w1

⋯
⋮

∂2e

∂x1 ∂wn]
 
 
 
 

 denotes the 2nd order 

Hessian Matrix. 

∇[
1

n
∑ (pi − t̂i)

2n
i=1 ] denotes the rate of change of 

cost function for each iteration i. 
 

It is important to note that the 2nd order normal 

derivative could have also been computed in 

terms of the Jacobian, given by: 

 

𝐉𝐤 =

[
 
 
 
 
𝛛𝟐𝐞𝟏

𝛛𝐰𝟏
𝟐 ⋯

𝛛𝟐𝐞𝟏

𝛛𝐰𝐦
𝟐

⋮ ⋱ ⋮
𝛛𝟐𝐞𝐧

𝛛𝐰𝟏
𝟐 ⋯

𝛛𝟐𝐞𝐧

𝛛𝐰𝐦
𝟐 ]
 
 
 
 

                (6) 

 

However, the ease of the computation of the 2nd 

order derivative would miss out specifically on the 

impact of the rate of change of the errors as a 

function of inputs, 
∂e

∂x
 which serves an important 

purpose in this context as the moving window 

period P needs to interpolate the samples out of 

sample forecast. The additional computation 

burden would result in higher iterations to 

convergence but would also aid the in sample and 

more specifically the out of sample forecast 

[27].The proposed algorithm is presented next: 

 

The results obtained though the implementation of 

the proposed algorithms is presented subsequently. 

The major performance metrics evaluated are the 

Mean Absolute Percentage Error (MAPE), R2 and 

the forecasting accuracy). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proposed Algorithm: 

Start 

Step.1: Split data into training and testing samples. 

Step.2: Bifurcate the target variable �̂� further into 

2 categories for in-sample and out of sample forecasts. 

Step.3: Define maximum iterations to convergence: 

𝒎𝒂𝒙𝒊𝒕𝒓. 

Step.4: Choose value of 𝑷: 𝑳𝒔𝒂𝒎𝒑𝒍𝒆(𝑷) ≈ 𝑳𝒔𝒂𝒎𝒑𝒍𝒆𝒔(𝑭) 

Step.5: Define the value for validations checks (𝒗𝒂𝒍) for 

𝒌 − 𝒇𝒐𝒍𝒅 validation. 

Step.6: Define the cost function 𝑱 for least squares 

optimization, 

𝑱 = 𝒎𝒊𝒏⏟  
𝒐𝒗𝒆𝒓 𝒊

𝟏

𝒏
∑(𝒑𝒊 − �̂�𝒊)

𝟐

𝒏

𝒊=𝟏

 

 

Step.6: Check for following conditions: 

 

𝒊𝒇 (𝒊 ≤  𝒎𝒂𝒙𝒊𝒕𝒓  & 𝑣𝑎𝑙 ≠ 𝑘 − 𝑓𝑜𝑙𝑑) 

{ 

Update weights as: 

𝒘𝒊+𝟏 = 𝒘𝒊 − 𝜶𝜵{

[
 
 
 
 
 

𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝟏
⋯

𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝒏
⋮ ⋱ ⋮
⋮

𝝏𝟐𝒆

𝝏𝒙𝒏𝝏𝒘𝟏

⋯

⋮
𝝏𝟐𝒆

𝝏𝒙𝟏𝝏𝒘𝒏]
 
 
 
 
 

𝒊

, [
𝟏

𝒏
∑(𝒑𝒊

𝒏

𝒊=𝟏
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3. Experimental Results 

 

Benchmark S & P datasets have been used for the 

in-sample and out of sample forecasts. The datasets 

tested are that of Amazon, Apple, Google, Infosys, 

Microsoft, Reliance, Tesla and Uber. The in sample 

and out of sample forecasts have been shown for 

each of the datasets. The time series data is first 

plotted followed in figure 1 for Google. This is 

followed by the multi-resolution analysis at level 3 

using DWT. Subsequently the denoising of the 

time series data using DWT is depicted in figure 4. 

To validate the filtering capability of DWT, the 

normal and cumulative histograms have been 

presented in a juxtaposed manner so as to identify 

the characteristics of the original data, filtered data 

and residuals. A stark similarity among the original 

data sample and that of the filtered data indicates 

that the filtered samples indeed contain the 

maximal information content of the data. Whereas 

a palpable contrast in the statistical properties of 

the original data samples and that of the residual 

indicate the lack of correlation among the data 

samples indicating the fact that the residuals 

contain the baseline noise. For the sake of analysis, 

the Tesla stocks over a period of 10 years has been 

considered in the first case, as the stocks of Tesla 

exhibit substantial randomness and noise baseline 

over the specified tenure. 

 

Fig.1Time series dataset for Google 

 

Fig.2 Multi-Resolution Analysis at level 3 
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Fig.3 Filtered Data using DWT at level 3 

 

 

Fig.4Stochastic Histogram of original samples 
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Fig.5 Stochastic Histogram of filtered samples 

 

 
Fig.6 Stochastic Histogram of residuals 

 

Table 1. Statistical Analysis of Data 

Statistical Source Statistics Statistical Evaluations DWT-Components 

Normal and Cumulative 

Histogram 

Min 11.83  

 

 

Original Samples 

Max 150.7 

Mean 51.96 

Normal and Cumulative 

Histogram 

Min 12.27  

 

Filtered Samples 

Max 148.6 

Mean 51.96 

Normal and Cumulative 

Histogram 

Min -5.735  

 

Residuals 

 

Max 5.735 

Mean 0 

 



Section A-Research paper  Forecasting In-Sample and out of Sample Stock Movement Employing 

Multi Resolution Analysis and Neural Networks 

 

 

 

 

Eur. Chem. Bull. 2023, 12 (S2), 7620 – 7630                                                                                                2783  

The analysis of the normal and cumulative 

histogram of the original samples, filtered samples 

and residuals in terms of the minimum, maximum 

and mean values, are depicted in figures 4, 5 and 6 

respectively. The values are also tabulated in table 

1 for ready reference. It can also be clearly 

observed that the normal and cumulative 

histograms’ statistical values for the original and 

filtered samples are identical, indicating similarity 

in information content. However, the large 

divergence of the statistical values of the original 

data and residuals clearly indicates that the 

residuals are statistically non-identical to the 

original samples and hence contain the noise 

effects. This validates the proposed multi-

resolution approach for noise filtering. A similar 

approach has been employed for all the datasets. 

The next approach would be analysing the in and 

out of sample prediction performance for the 

proposed approach. The results for each of the 

approaches have been presented next. 

 

Fig.7Prediction: In Sample: Long Term 

 

Fig.8 Prediction: Out of Sample: Mid Term 
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Fig.9 Prediction: Out of Sample: Short Term 

 

The experimental results obtained can be 

categorized under the following heads: 

1) In sample, long term:For long term 

investments in stocks of a particular company, 

typically stake holders opt for long term forecasting 

results ranging from few to several months. As the 

number of samples in such a forecast would be 

relatively high, the data split has been chosen as in-

sample, i.e. the testing samples are juxtaposed with 

the training samples, lying in continuity. The total 

testing samples have been taken as 310 days. The 

MAPE obtained is 1.24%. The overall regression 

(R2) achieved is 0.9987. 

 

2) Out of sample, midterm: The next forecasting 

model is that for the midterm forecasting which 

may extend from a few days to several days. As the 

testing sample size can be much smaller than the 

training sample size, both sample sets can be 

separated so as to check the out of sample 

forecasting performance. The number of samples in 

this case has been chosen as 30 days (or 1 month). 

The MAPE obtained is 3.12%. The overall 

regression (R2) achieved is 0.985 

 

3) Out of sample, short term: The out of sample 

short term is an extension of the midterm 

forecasting model with the sample size being 7 

days. The separation between the training and 

testing samples has been deliberately kept large so 

as to check the model’s robustness. The MAPE 

obtained is 1.92%. The overall regression (R2) 

achieved is 0.992 

 

The summary of the MAPE values for all the 

stocks has been tabulated in table 2. The long, mid 

and short term forecasting have been analysed. 

Table 3 compares the error rates of the proposed 

approach against contemporary baseline 

techniques.  

 

Table 2. Summary of MAPE for various stocks 

 

S. No. Dataset 

MAPE 

(In sample/ 

Long Term) 

(320 days) 

MAPE 

(Out of sample/ 

Mid Term) 

(30 days) 

MAPE 

(Out of sample/ 

Short Term) 

(7 days) 

1. Amazon 1.11 1.86 0.98 

2. Apple 0.96 2.84 1.36 

3. Google 1.08 3.12 1.76 

5. Infosys 1.78 2.45 1.24 

6. Microsoft 0.91 1.44 1.05 

7. Reliance 1.41 2.71 1.38 

8. Tesla 1.24 3.12 1.92 

Table 3. Comparison against Baseline Techniques 
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S. No. Technique MAPE 

1. Kim et al., 2020. 43% 

2. Boutkif et al., 2020 40% 

3. Sen et al., 2021. 5.6 

4. Sharma et al. 
2.255 (short term)& 

8.15 (mid term) 

5. Sharaf et al., 2022. 7.7% 

6. Proposed Technique (Mean Accuracy) 
1.76 (short term) & 3.12 

(mid-term) 

 

In this approach, multi-resolution filtering has been 

employed with a moving mean as the data pre-

processing method prior to applying the processed 

data to a deep neural network employing back 

propagation. The MAPE has been computed for 3 

cases wherein the long term forecast (in sample) 

happens to predict 320 days in advance, the short 

and midterm models (both out of sample) happen 

to forecast 30 and 7 days respectively. The MAPE 

of the proposed system can be seen to clearly 

outperform the baseline techniques in terms of 

MAPE, thereby indicating the superiority of the 

proposed approach. 

 

4. Conclusion 

 

The paper investigates the performance of a trained 

deep neural network model with regards to both in-

sample and out of sample forecast for a diverse set 

of stock datasets. The approach employs the 3rd 

level multi-resolution analysis of the dataset 

retaining the low resolution components and 

removing the high resolution components of the 

data in the transform domain. The statistical 

analysis of the histograms clearly indicate that the 

DWT acts as an effective noise filter for the 

baseline noise contained in the datasets. A 7, 30 

and 320 day forecast model is designed for short, 

mid and long terms forecasts. The results are 

evaluated in terms of the MAPE and R2 values, 

comparing whom with existing baseline techniques 

clearly indicate that the proposed approach beats 

the existing approaches in terms of MAPE of 

forecasting. Thus the model is robust and suited to 

Variational forecast samples. Future directions of 

the work can seek to extract intelligible opinion 

minded data from public social media forums to 

create an exogenous variable to bolster the 

forecasting accuracy. 
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