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Abstract  

                 Predictive data analytics is a significant research focus in multiple Artificial Intelligence 

and Internet of thing incorporated supply chain management applications of the Micro Small Medium 

Enterprises. Performance of the predictive analytics depends on the quality of data clustering 

representation in terms of effectiveness and efficiency of supply chain data which contains high. 

Machine learning is a traditional approach of the predictive big data analytics to provide soft partition 

of supply chain data on forecasting the product demand to multiple customer base in the globalization 

market of MSME service industries but faces large complication due to increasing sparsity of data and 

increasing difficulties in distinguishing distance among data instances, especially it is highly complex 

in managing high dimensional data with complex latent distributions. In order to manage those 

complications, a new deep learning architecture has been illustrated in this paper. The proposed model 

is termed as Multi-criteria convolution Neural Network learning architecture for high dimensional 

data clustering and forecasting product demands. The current model explores deep feature towards for 

high cluster friendly representation. Initially Supply chain data is projected to missing value 

imputation towards imputation of the value to missing attribute as preprocessing process. 

Preprocessed supply chain data is employed to Linear discriminant analysis model for efficient feature 

extraction technique. Extracted features is employed to deep learning model for clustering on 

generation of objective function to produce maximum margin cluster. Those cluster further fine tuned 

to refine parameter of different layers of convolution neural network to ensure the minimum 

reconstruction error between feature max pooling layer and ReLu activation layer. Softmax layer 

minimizes the intra cluster compactness and inter cluster seperability in the feature space. Non 

parametric tuning has been enabled in the output layer to make the data instance in the cluster to be 

close to each other by determining the affinity of the data on new representation. It results significant 

increase in the clustering performance on the discriminative information’s. Extensive experiments 

have been conducted on DatacoSupplychain dataset to compare current model with multiple 

conventional approaches. The experimental results show that current Multi-criteria convolution 

Neural Network learning architecture can achieve both effectiveness and good scalability on 

prediction outcomes and recommendation to high dimensional data supply chain network data .  
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1. Introduction  

            Predictive Data Analytics (PDA) is becoming significant topic in the managing the supply 

chain data into effective data cluster which acquired on supply chain process of the manufacturing and 

service based industries. Supply chain data is exploited from planning, procurement, manufacturing, 

delivery and returns process by enabling to group an enormous amount of documents. However 

Clustering high dimensional data becomes sparse as the number of data instances required to 

represent any data distributions explores exponentially with the number of dimensions and distances 

among data instances leads to become complex to classify or cluster as dimensionality exploring high.  

The Complexity in handling high-dimensional data are omnipresent and abundant[1].  

                Machine learning model applies the phenomena of hubness [2] to extract the features from 

the attributes of the collected supply chain data for data clustering meanwhile it grows to curse of 

dimensionality challenges. Towards deep exploration of the features for predictive analytics with 

respect to product clustering and product forecasting on basis of customer product demand, deep 

learning based architectures has been explored to large extent to effective management of supply 

chain data. Deep learning architecture for predictive analytics of high dimensional supply chain data 

has been explored towards achieving soft clustering on achieving a new learning representation to 

transform supply chain entire process data into time series distributions[3].  

               Deep learning architecture is capable to alleviate the complication to produce  effective and 

accurate the data clusters to high dimensional collected data. Especially optimizing of the convolution 

neural network architecture with feature learning criteria is becoming an active research focus to 

supply chain professional of Micro Small Medium Enterprises sectors in manufacturing and service 

based industries[4]. In this article, Multi-criteria Convolution Neural Network architecture has been 

proposed a deep learning approach for analyzing high dimensional supply chain data. Approach uses 

convolution neural network to map the extracted data into feasible feature space containing latent 

features on deep processing of convolution and max pooling layer.  

               Further fully connected layer of the model uses non -linear objective function represented as 

ReLu to eliminate the error. Finally soft max layer uses the classifier model to cluster the data features 

on basis of the product and customer location. Clustering helps to forecast the product demand on 

analysis of the product usage on refining parameters. Rest of the article is partitioned as follows, 

review of existing approaches for managing the supply chain data are described in section 2, the 

architecture of the current multi-criteria convolution neural network architecture is described in 

section 3 and experimental results and effectiveness of the current system is illustrated in section 4 

using DatacoSupplychain dataset along performance comparison of proposed model against 
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conventional approaches on multiple metric has been represented. Finally article is summarized with 

major findings in section 5.  

2. Related works 

              In this section, high dimensional supply chain data composed of various process of the 

supply chain network is clustered on basis of location and price fluctuations using machine learning 

and deep learning approaches has been investigated in detail with respect to architectures for feature 

representations and similarity measures of the clustered data instances. Among those deep learning 

and machine learning techniques which produce good performance in terms of accuracy and 

effectiveness has been represented in detail and few techniques which performs equivalent to the 

current model is mentioned as follows 

 

2.1.   Artificial Neural Network For Predictive Data Analytics  

                In this architecture, Artificial Neural Network has been analyzed for managing the supply 

chain data on basis of clustering and forecasting. Artificial Neural Network belongs to machine 

learning provides the optimal trajectories on processing the high complex geographical data of the 

distribution and logistics data of the industries to the specified product or specified location or 

specified customer type. Initially kernel mechanism has been incorporated to extract the implicitly 

large features to organize the feature space[5]. Feature space is reconstructed as hierarchical random 

feature set. On employing partition rules, better feature representation into cluster has been achieved 

on retaining the close affinity among the data instance in the cluster.  

 

2.2.  Convolution Neural Network for Predictive Data Analytics 

              In this architecture, Convolution Neural Network has been employed for predictive data 

analytics of the supply chain data. Initially high dimensional supply chain data is transformed into low 

dimensional supply chain data space, further feature extraction mechanism is employed to extract 

product specific features on the data distribution of the supply chain network[6]. Extracted feature has 

been processed in the activation function to eliminate the reconstruction error to obtain the salient 

features for product and customer clustering. This model incorporate the various layer for sparse 

representation of the salient features and to eliminate the over fitting issue in the clusters by fine 

tuning of parameter with respect to certain criterion.   

 

3. Proposed model  

            This section provides a design architecture of the current technique represented as multi 

criteria convolution neural network for predictive analytics of high dimensional supply chain data 

clustering on inclusion of parameter tuning of the deep learning layers to obtain the effective clusters 

for forecasting.  
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3.1. Data Pre-processing 

          Dataset preprocessing is carried out to transform the raw dataset into data mining specific 

format. In this work, preprocessing approaches contains the missing value imputation and 

dimensionality reduction process.  

• K Nearest Neighbour based Missing Value Imputation   

               Missing Value Imputation is carried out using K Nearest Neighbour mechanism to high 

dimensional supply chain data. K Nearest Neighbour analyze the high dimensional data and computes 

missing attributes and value to it. It is carried out on computation of the centroids to the attribute in 

the specified data field through Euclidean distance function. Data instance of missing field is 

represented with K nearest value of the instance of the centroids [7].  

• Feature Extraction using Linear Discriminant Analysis  

               Salient feature of the supply chain data is extracted using the linear discriminant Analysis 

(LDA) and it is capable of reducing the high dimensional supply chain data to lower dimensional 

supply chain data in the matrix form. Extraction model is employed to eliminate over fitting issue of 

the matrix [8]. Its objective is to obtain the feature space for clustering and forecasting. Feature space 

is represented as feature vector. The optimal feature vector towards clustering is obtained on 

employment of scatter matrix. The feature vector is provided in equation 1 as  

         Feature Vector for Attribute fi  =
1

r
   ∑ D, (m − m

𝑛

i=0 i)  .....Eq.1 

                    Total feature Vector for dataset TFi=
1

n
  ∑ L,1

𝑥𝜀𝐶 R...........Eq.2 

        Scatter Matrix Sm  for single feature vector =∑ f𝑛
𝑖=1 i

𝑚𝑖

r
..........Eq.3 

        Scatter Matrix for multiple feature vector STM 
= 1

2
∑ r𝑛

𝑖=1 Fj(fi –TF) (fi –TFj)T
...........Eq.4 

               where (fi –TFj) is attribute variation 

           Projected Feature Matrix for data forecasting and clustering has been processed using scatter 

matrix [9]. Linear combination of the feature extracted is carried out using similarity 

computations[10].   

 

3.2. Simulated Annealing for  Feature Selection  
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                     Feature selection is a mechanism to estimate optimal features to generate effective data 

clusters.  In this work, convolution neural network is implemented for forecasting and clustering of 

high dimensional supply chain data on extracted feature in this process. In this work, simulated 

annealing is employed to compute the new optimal feature space[11]. In order to obtain the optimal 

feature, population of the extracted features has to be initialized using Monte Carlo techniques on 

following constraints 

Functional precedence constraints is mentioned as   

                                  F(δ) = 1 – f/t ......Eq.5 

            Functional precedence constraints produces the optimal feature space on managing the time 

and cost function based on neighbour selection of the features .Selection of the feature attribute for 

feature selection is carried out using acceptance function.  Acceptance functions of each attribute to 

be optimal solution space is provided as .  

                                      F(T) = exp(-fA/ct) ......Eq.6 

           Attribute selected using simulated annealing model is presented using probability function 

towards effective feature representations[12] which can increase the discrimination of data instances 

on the similarity computation of the resultant feature space in data clustering task. 

3.3.   Multi-criteria Convolution Neural Network - Predictive Data Analytics  

 Multi-criteria Convolution Neural Network is deep learning architecture implemented for 

predictive data analytics. Predictive Data Analytics is carried out on the optimal feature space of the   

supply chain data. In this part, Convolution Neural Network employs hyper parameter tuning 

encomposing the activation function, objective function and loss function for cluster and forecasting 

the product demand. Initially convolution layer and max pooling is employed to maps the optimal 

features into latent features representation and these representations have been processed in fully 

connected layer to generate the forecasting and cluster results[13].  

• Max pooling layer 

             Optimal feature space of the supply chain data is mapped to the cluster on basis of the 

forecasting and clustering constraints. Constraints formulated in the max pooling layer of the 

convolutional neural network and it is employed for mapping as follows  

    (C+ fP )= (C+ fp)TR αt (C+ fp) – First order Constraint 

             (C+ fP )=CTRp+2(fp)TPp+ αt(fq)TP fp – Second order Constraint  

On incorporating the various levels of constraints fP which is orthogonal to p 
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     (fp)TR q-(fp)Tp (fp)T βt (R q- q)=0........Eq.7 

            The feature representations which can increase the discrimination of the data instances during 

the similarity computation on data clustering is considered as outcome. The Hyper Parameter 

components of the Convolution Neural Network for clustering and forecasting the predictive data 

analytics.    

Table 1: Hyper Parameter Component for the Convolution Neural Network  

Hyper Parameter Values 

Optimal Layer Size  138 

Model Learning Rate  0.01 

Attribute Size  40 

Number of Epoch in max layer 100 

Activation Layer  ReLu 

Maximum Sequence length of Instances 1000 

Loss function Cross entropy 

 

 Convolution Layer  

                 The Convolution layers of the model gathers the feature space through their inherent 

mechanism hierarchically from low level to more abstract features and learn the discriminative 

features with reduced parameters. It is represented in tensor form and it computes the weight of the 

each attribute using kernel function. Kernel Function determines the preference of the attribute on dot 

product approximation. Highly preferred attribute is considered as processing in fully connected layer 

• Batch Normalization  

      Batch normalization is employed for faster convergence of the feature space with respect to 

epoch value to feature obtained using max pooling layer. Feature normalization acts the normalization 

of the activation function and its value. When BN is employed to the feature, it is not possible to 

influence feature weight propagation on the parameter scale. Thus, the learning rate of the model 

which manages the weights during decreasing of the attributes and it enables learning of the resultant 

features through ReLu function. 

• Activation Function  

        Current architecture implements the rectified linear units (ReLU) activation function which 

introduces non-linearity to the features. Feature vector is processed on fully connected layer to various 

epoch layer with hyperparameter modified values to generate the appropriate cluster. Each activation 

function is to reduce or eliminate the over fitting and to enhance the system generalization by 
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managing the output of the activation function with negative values with respect to  decision function. 

It is implemented to trains the cluster to achieve high effectiveness than other functions.  

 

• Output Layer 

           Output layer of the current multi-criteria convolution neural network contains the product 

clusters with customer information. Output layer contain the operation of the Soft max process and  

cross entropy mechanism to obtain the effective clusters. Effectiveness of the cluster is computed on 

basis of the determining the data affinity of the instance representation. Further Softmax layer reduces 

distance of the intra cluster  and increase the distance of inter cluster. 

 

Algorithm 1 : Multi Criteria Convolution Neural Network  

Input: High Dimensional Supply Chain Data  

Output: Product Cluster and Forecasting the product demand   

Process 

   Data Pre- Process ()  

      Determine Missing value () 

              Assign Centroids to Attributes containing missing values 

                     Largest Nearest value of centroids to input to missing attributes 

Feature Extraction  

               Feature _LDA () 

                   Compute Scatter matrix to attributes of the preprocessed supply chain data 

                             Compute Covariance of Scatter matrix representing high discriminating features  

            Return feature Set Fs 

     Identify subspace for Fs 

        Compute Latent Feature on Subspace containing attributes  

Feature Selection  

            Optimal features _Simulated Annealing  

                    Mention precedence Constraints () to each attribute vector   

                        Estimate feature fitness  

Return Optimal Feature OF(s) 

    Multi criteria Convolution Neural Network () 

                 Max Pooling () 

                            Determine First order & Second Order Constraints to estimate weight features  

                    Convolution Layer() 

                              Estimate Sparse feature using kernel function  

 Fully Connected Layer ()                        
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     Batch Normalization() 

                               ReLu_ Activation Layer() 

                                         Output Layer() 

                                               Softmax()--- Representation of the Product Cluster  

                                   Forecast _ cluster()  

                                           product demand forecasting 

 This function encourages the feature points on representative map to form cluster or become 

more discriminative in the particular cluster limit. Figure 1 represents the architecture of the proposed 

model.  

 

 

Figure 1: Architecture diagram  

                 

                  Training process of the Convolution Neural Network updates depending on the hyper 

parameter tuning of the traditional CNN architecture. Current model which guarantees that the learned 

representation provides the forecasting information and the data cluster of the collected data using  

learning representations which high data convergence rate . Further model is capable of learning the 

data instance with non linear dependency through the activation function and batch normalization 

process of model. Finally it reduces or eliminate the data sparsity challenges effectively on updating 

of the feature weight[14].                     

4. Experimental Results  



Predictive data Analytics using Multi-criteria Convolution Neural Architecture for effective Supply Chain 

Resilient Network of Micro Small Medium Enterprises  

 

Eur. Chem. Bull. 2023,12(Special issue 8), 5028-5041                                                                                               5036 
 

                 Experimental analysis of proposed architecture using hyper parameter tuning on high 

dimensional data has been carried out on the various supply chain data of DatacoSupplychain dataset 

and Trademo dataset from supply chain management software of MSME industries. The performance 

of the current architecture is evaluated utilizing the precision, recall and F-measure to various real 

time dataset. The current architecture is experimented and evaluated using python technology.                     

In this work, 60% of input dataset is used for model training and 20% of dataset is utilized for testing 

and remaining 20% of data to validate the current model through cross fold validation. Finally 

performance of the model is cross evaluated using 10 fold validation.  

 

4.1. Dataset Description  

                  Extensive experiments is carried out on DatacoSupplychain dataset and Trademo dataset 

from supply chain management software of MSME industries in order to compute the accuracy and 

efficiency of the model.  Detailed description of the dataset is mentioned as follows  

• DatacoSupplychain dataset 

           The data set contains data corpus of entire operation of the supply chain which 

describing the collection of each stage which is mostly frequently used bench mark dataset for many 

forecasting techniques[15].   

•  Trademo.  

              The data set contains geospatial descriptions of different types of supply chain information’s. 

of the ecommerce applications[14]. 

4.2. Evaluation  

               The current architecture has been evaluated against the following performance measures 

against traditional machine learning  and deep learning architectures. In this work, current architecture 

is evaluated using 10 fold validation to calculate the performance of forecasting on the clusters 

generated to specified dataset. The performance evaluation of the current deep learning architecture 

depends on the process  of activation function on convolution layer,  max pooling layer and fully 

connected layer representing the soft max function and cross entropy function.  

 

• Precision  

                It is a computation of Positive predictive cluster value. It is further illustrated  as the ratio of 

similar instances in the each supply chain cluster groups. In other way, Precision is termed as number 

of exact feature divided by the number of all returned feature space obtained. Figure 2 represents the 

performance assessment of the current architecture in terms of precision on DatacoSupplychain 

dataset and trademo dataset. Performance measures are suitable for computing the accuracy and 

efficiency of current architecture on forecasting to the generated cluster.  Effectiveness of the model is 

obtained due to hyper parameter tuning 
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Precision = 
True positive 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  
....Eq.8 

               

 Precision is computed in terms of true positive and true negative. True positive is a number of 

similar instances in the confusion matrix and false negative is number of real dissimilar instances in 

the confusion matrix [15]. Forecasting and clustering performance is characterized by high intra-

cluster similarity and low inter-cluster similarity of the data instances in the clusters. It can be 

computed using recall measure.  

 

Figure 2: Performance analysis of Precision.              

• Recall  

                 Recall is the part of relevant feature instances points which extracted over the total amount 

of relevant instances of data cluster. The recall is the ratio of the relevant feature instances to the 

retrieved instances.  

Recall = 
True positive 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒   
...Eq.9 

 

Figure 3: Performance analysis of Recall 

         True positive is a number of similar data points in the data and false negative is number of 

similar data points in the data. Figure 3 represents the performance assessment of the current 
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architecture on recall measure along conventional approaches.  Cluster quality depends on activation 

function of the architecture. F measure is a effective measure for computing the cluster quality.  

 

 

Figure 4: Performance analysis of the methodology on aspect of F- Measure                    

                

• F measure 

                  It is the number of correct predictions to the supply chain data among total number of 

predictions to clusters.  

Accuracy is given by  

True positive+True Negative

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒   
....Eq.10 

           

                 Although various data points may have multiple impact on cluster formation, they are 

likely to have the same impact on clustering. Figure 4 represents the performance of the current 

architecture in terms of f measure against conventional approaches for high dimensional supply chain 

data. Table 2 presents the performance value of the technique for cluster analysis. 

Table 2: Performance Analysis of Deep learning architecture against Conventional techniques  

to DatacoSupplychain dataset 

Technique Precision  Recall  F measure  

Multi-criteria Convolution 

Neural Network- Proposed 

0.9918 0.8726 0.9781 

Convolution Neural Network –

Existing 1 

0.9613 0.8418 0.9146 

Artificial Neural Network  - 

Existing 2 

0.9518 0.8378 0.9085 
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            On the other hand, the clustering method not only for detecting clusters in a given high 

dimensional data, but it is capable of detecting the underlying structure of the data distribution in 

general. It is naturally much more powerful, since they can handle nonhyperspherical clusters.                    

Hyper-parameter is a very important component of the proposed deep fuzzy clustering models. In this 

grid search method with the extensive designed range to find the sensitive region of the hyper-

parameters has been performed. In addition, the cross-validation has been used to twitter dataset alone 

to find the best value of the hyper-parameters 

 

Table 3: Performance Analysis of Multi-criteria Convolution Neural Network against 

Conventional approaches to Trademo dataset 

Technique Precision  Recall  F measure  

Multi-criteria Convolution 

Neural Network - Proposed 

0.9978 0.8963 0.9376 

Convolution Neural Network –

Existing 1 

0.9719 0.8419 0.8977 

Artificial Neural Network 

Existing 2 

0.9519 0.8413 0.8515 

 

             The evaluation of result is mentioned in the table 3 for Trademo dataset. It is observed that the 

current method is always better when compared to conventional approaches to supply chain resilience 

for  supply chain management .  

Conclusion  

              In this paper, Multi criteria Conventional Neural Network is designed and implemented as 

predictive data analytics for product demand forecasting and product clustering of the supply chain 

data to MSME industries. Initially data pre-processing is carried out for missing value imputation. 

Further Linear discriminant analysis is employed for feature extraction The reduced feature set has 

been processed using simulated annealing to generate optimal feature set for data clustering and 

forecasting. Current Architecture uses the Convolution Neural Network on hyper parameter tuning on 

the various layers to generate high representative cluster The architecture utilizes the optimal features 

in max pooling layer to generate sparse feature. Finally softmax layer and loss layer has been 

embedded in fully connected layer to  produce the highly discriminative clusters and data forecasting. 

Cluster performance is evaluated using f measure as it proves the effectiveness on cluster. Finally 

predictive data analytics model proves that it is effective and high scalable to high dimensional supply 

chain data.  
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