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Abstract — The development of cutting-edge, scalable, and trustworthy approaches in particular has been the emphasis in order to address 

problems like the precise diagnosis of malignant melanoma in radiographs. Effective treatment and prognosis for melanoma depend on prompt 

identification. To fulfill the needs of modern healthcare, there is a worldwide physician shortage, which causes data imbalance problems across 

several healthcare sectors. Due to these imbalances, deep learning algorithms frequently give particular data groupings. As we know that 

Machine learning doesn’t identify unbalanced classes. Our work suggests a ground-breaking deep learning detection method for skin cancer 

employing an unbalanced dataset by aligning several malignancy categories. Different subtypes of melanomas make up the dataset, called Skin 

Cancer MNIST: Ham10000, and deep learning methods are often used for disease categorization using imaging. The findings demonstrate that 

on the unbalanced dataset, CNN with ADASYN outperforms VGG-16, VGG-19, and parallel CNN in views of accuracy, F1-score, and Reca11. 

The suggested method's accuracy, Precision, Reca11, and F1-score values were 93.84%, 92.77%, 90.54%, and 91.67%, respectively. By 

comparison, the other techniques' accuracy values were 79.45%, 83.04%, 69.57%, and 71.19%, respectively. Our suggested strategy could aid in 

identifying diseases, which might prevent deaths, lessen the need for unneeded biopsies, and lower expenditures for patients, dermato1ogists, 

and hea1th care workers. 
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1.  INTRODUCTION 

A rise in the percentage of individuals with cancer is caused 

by a number of factors, most notably cigarette use, global 

warming, different types of radiation, infections, alcoholic 

drinks, poor dietary choices, and an overall lack of physical 

activity by  B. Raskutti , Wu, G , Y. Liu  et al[1-3].  

The most serious and lethal type of the sickness is malignancy. 

Rarely does malignant melanoma show signs of tissue growth 

on the skin. Tragically, skin cancer is spreading over the entire 

world.  Every year, melanoma cancer cases are estimated to 

number close to 6 million in the United States.  

Malignancy diagnoses have increased annually by 57%, and 

the World Health Organisation predicts that the bacteria's 

fatality rate will continue to rise in the following generation. 

Previous identification difficulty has been linked to a life 

expectancy of less than 14% of the population as a whole. 

However, early detection of skin cancer can increase the 

chance of survival to about 97%. Thus, the prevalence of skin 

cancer is increasing, according to data gathered by the Skin 

Cancer Association. 

The numbers that researchers collect typically experience 

significant physical distortion. What specifically is an uneven 

data source, then? The labelled data's composition into the 

targeting categories isn't exactly balanced. In comparison to 

certified data, it is easier to collect non-certified data while 

studying the loan categorization conundrum. Because the 

model was more inclined to the class with a high number of 

trial cases, its predictive usefulness decreased. 

In recent years, researchers have begun to place a high priority 

on class inequality by S. J. Stolfo et al [4]. Classification of a 

group The distribution of class disparity has an influence on 

several industries. Prior research in categorization for skewed 

class allocation have included a wide range of sector activities, 

including fault discovery, outlier tracking, diagnostics, 

environmental disaster, etc. 

 The two largest challenges when it comes to the importance 

of class difference are spatial awareness and data mining by 

Fawcett, T  et al[5]. In application scenario questions, the 

identical question pops up.  One of the most important sub-

disciplines of ML is data mining. As the actual universe 

encounters innovative breakthroughs, there is a rise in both the 

volume of knowledge and the severity of issues by R. C. 

Agarwal  et al[6]. 

Some restrictions fall under the categories of media bulk and 

throughput restrictions. Effectiveness isn't always the case 

with uneven groups, a form of often used concern 

classification in ML.  

There is always a divergence involving records that include an 

uneven number of encounters in the classroom. To name a few 

examples of operations using asymmetrical data sources, 

diagnostic technique announcements, the financial system, and 

other areas. If any class isn't treated equitably, the statistics' 

class grouping becomes disproportionate. In contrast to the 

occurrences that make up more than 50% of the entire sample, 

it believes that there are significant cases of the class that 

haven't been treated appropriately. 
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A researcher Gary Weiss et al [7] who has looked into data 

science and machine learning is sure to be aware that unequal 

class grouping is in fact a feature of ML. This situation only 

occurs when there are considerably fewer findings given 

within a class than there are in neighboring divisions. 

 This vulnerability mostly affects operations involving power 

theft, fraudulent online banking, discovering unusual illnesses, 

and other situations where it is essential to notice 

irregularities. Because of this, the prediction algorithm created 

using ML approaches may be inaccurate. This is partly 

because ML approaches are designed to reduce errors and 

increase accuracy.  

They just serve as an opposite and do not accurately represent 

the dominance or balance of categories.  

The diagnosis of carcinogenic melanomas with malignancy, 

colon cancer, brain damage, bowel cancer, and venous leg 

ulcers has since advanced utilizing deep learning technology. 

Positron emission tomography, enhanced condensed 

radiography, and magnetic resonance imaging (MRI) are only 

a few of the radiological techniques used to collect data on 

skin cancer from patients throughout the world. A key 

component of CAD software is visual representations of 

scientifically studied lesions. 

Skin diseases are among the most prevalent medical 

conditions. According to the World Health Organization 

(WHO), around 900 million people worldwide suffer from 

skin problems, and that figure is steadily growing. Skin 

conditions must be recognized early and accurately 

diagnosed in order to get effective treatment and prevent 

significant repercussions.  

But because there are so many different skin conditions 

and some of their symptoms are so similar, it can be 

challenging to diagnose skin illnesses. This issue could be 

resolved using powerful machine learning techniques. 

Additionally, it is ineffective to distinguish each type of 

cancer just based on physical aspects due to the great range 

of skin cancers by Habif  TP et al [8]. 

Machine learning (ML), which can analyse large and 

complex datasets, is an essential tool in medical research. 

Convolutional neural networks (CNNs) are one of the most 

successful and well-liked ML techniques for image 

classification applications, including the detection of skin 

disorders. Convolutional neural networks (CNNs) are a 

development of artificial neural networks that exhibit notable 

performance even for broad and challenging applications 

including image processing, object identification, and 

classification by G. Litjens et al[9]. CNNs are particularly 

well suited for image classification problems because they 

have the ability to learn features directly from the image 

pixels and to recognize complex patterns and correlations 

between picture properties by Haibo He et al[10]. 

Several studies have been conducted recently on the issue 

of classifying skin disorders using CNNs. These research 

yielded positive results with high accuracy rates. However, 

one of the main challenges in categorizing skin disorders is 

the uneven distribution of skin sickness images in the 

databases. reviewed the most current advancements in 

dermoscopic image-based categorization of skin lesions by 

Pathan S  et al[11]. Published a thorough summary of 

research on the classification of skin lesions using CNNs by 

Brinker TJ  et al[12]. Demonstrated how CNNs have been 

used to successfully diagnose skin cancer by Manne R et al 

[13]. 

This mismatch may lead to biased categorization findings, 

with higher accuracy rates for the majority class and lower 

accuracy rates for the minority class. To solve this issue, a 

number of methods have been proposed to balance the 

datasets, including oversampling, under-sampling, and data 

augmentation. 

In this article, we describe a CNN-based approach for 

categorizing skin illnesses that uses the Adaptive Synthetic 

(ADASYN) algorithm to balance the dataset. The ADASYN 

algorithm, a modern oversampling technique, generates 

synthetic samples for the minority class by interpolating 

between the existing data. The CNN model is trained using 

the balanced dataset to accurately classify skin diseases. 

Based on the principle of adaptively producing minority 

data samples in accordance with their distributions, 

ADASYN generates more synthetic data for minority class 

samples that are more challenging to learn than for minority 

class samples that are simpler to learn. The ADASYN 

approach may adaptively change the decision boundary to 

focus on those harder to learn samples in addition to 

reducing the learning bias created by the initial unbalanced 

data distribution. 

The essay's remaining sections are organized as 

follows. In the section that follows, we assess pertinent 

attempts to categorise skin disorders using CNNs. Next, a 

description of the dataset used in this study's preparation 

processes follows. We conclude by presenting the 

proposed strategy, which incorporates the CNN 

architecture and the ADASYN algorithm for diagnosing 

skin disorders. In 2018, a method for interpreting skin 

lesions to diagnose melanoma using deep learning was 

introduced. The ISIC 2017 dataset by Haibo He et al[14] 

was used to evaluate these DL-based methods for picture 

labelling.The experimental results are then described and 

contrasted with cutting-edge methodologies. Finally, we 

summarize the work and discuss prospective areas for 

further investigation. 

This paper suggests a CNN-based method for 

categorizing skin illnesses that uses the ADASYN 

algorithm to balance the dataset. The recommended 

method aims to improve the classification accuracy of 

skin disorders while addressing the unequal distribution 

of skin sickness photographs in the dataset. 

 

     The same year, a Complete Convolutional Residual 

Network (FCRN), which was meant to be applied for 

particular lesions classification, was built as an automated 

melanoma recognition approach and incorporated to the 

ISBI(2016) dataset by L. Yu et al [15].A Deep Residual 

Network (DRN) was utilised to distinguish between melanoma 

and non-melanoma lesions after the lesion regions had been 

removed from the input pictures.In contrast, a variety of 

DCNN strategies, including VGG-16, GoogleNet, FCRN-38, 

RCRN-50, and FCRN-101, have been tested .  
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The ISIC 2016 skin lesion segmentation datasets, which yield 

the best results of 61.3 percent and 69.3 percent test accuracy, 

respectively, were used to evaluate the effectiveness of VGG-

16 and Inceptionv3 by J. Burdick  et al[16]. 

The weight matrix was maintained through the analysis of 

multiple CNN models, whose components were based on 

neural network lesion classifications. Additionally, their 

system's accuracy went up by roughly 3%. 

 By fusing MobileNet and long short-term memory models, 

Srinivasu et al. [17] created a deep learning-based model for 

evaluating skin disease diagnosis. In order to assess the 

progression of the disease, the performance of the suggested 

hybrid model was also examined. Its outcomes were 

contrasted with those of other cutting-edge models, including 

CNNs and fine-tuned neural networks.  

On the HAM10000 dataset, the suggested hybrid model has an 

accuracy of 85%. A deep learning-based model for 

successfully detecting skin disease lesions was described by 

Khan et al. [18]. A mask recurrent neural network (MASK-

RNN) was utilised to carry out the trials, and Resnet50 and a 

pyramid network were used to extract and categorise the 

SoftMax classifier. Performance efficiency was demonstrated 

by the suggested approach on the HAM10000 dataset.  

A portable skin cancer detector based on deep learning was 

suggested to support first-line medical treatment in the work of 

Huang et al. [19]. The multiclass classification model was 

trained using the HAM10000 dermoscopy dataset. 

SegNet and Residual U-Net (ResU-Net) were linked to 

classification efficiency. The analytical and methodological 

findings for the ISIC 2017 dataset versus the SegNet and 

ResU-Net schemes for skin cancer picture classification tasks 

demonstrated a considerable improvement  by M. Z. Alom et 

al. [20].  

Another idea, known as LadderNet, was created in 2018. A 

series of several UNets with various encrypting and decrypting 

subsystems made up this modified U-Net model structure.This 

approach has been tested for retinal blood vessel classification 

purposes and may be conceptualized as rippling several 

distinct FCNs. However, an updated and contemporary design 

known as "U-Net" was suggested in 2015, primarily for 

medical picture segmentation procedures. From that point on, 

U-Net spread rapidly and was successfully applied in several 

computerized pathology and medical imaging modalities. U-

Net produces trustworthy segmentation data while allowing 

for a reduced training sample size by O. Ronneberger et al  

[21]. 

EXISTING SYSTEM 

In recent years, a number of models for classifying skin 

disorders using CNNs have been presented. We provide a 

succinct summary of some of the most well-liked and 

successful products in this area. 

The Skin Lesion Analysis Towards Melanoma 

Detection (SAND) model, developed in 2016, is one of the 

earliest models suggested for classifying skin diseases 

using CNNs. Transfer learning from the VGG-16 model is 

used in the three-layer CNN architecture of the SAND 

model by Noortaz Rezaoana et al [22]. The model has a 

90.3% accuracy rate on the dataset from the ISIC 2016 

competition. 

A group of scientists published the DenseNet-based 

Skin Disease Classification (DSDC) model in 2018. The 

DSDC model collects information from photos of skin 

lesions using a deep convolutional neural network by Reza 

Zare et al[23]. The model's accuracy on the ISIC 2018 

challenge dataset was 94.7%. 

A different research team submitted the Inception-v3 

based skin disease classification model (ISIC2018) for the 

ISIC 2018 competition that same year. The Inception-v3 

network serves as the foundation for the deep CNN 

architecture that makes up the ISIC2018 model by M 

Zeebaree  et al[24]. The model's accuracy on the ISIC 2018 

challenge dataset was 95.3%. 

The Attention-based Cascaded Convolutional Neural 

Networks (AC-CNNs) model for classifying skin diseases 

was released in 2019 by a research team. The AC-CNNs 

model is a deep neural network that focuses on important 

areas in skin lesion pictures using attention processes by Qi 

Chen et al[25]. The model's accuracy on the ISIC 2018 

challenge dataset was 96.4%. 

In 2020, the Deep and efficient Unet model—a CNN 

architecture created especially for the categorization of 

skin conditions—was released. Six convolutional layers 

and two fully connected layers make up the SkinNet model 

by Redha Ali et al  [26]. The model's accuracy on the ISIC 

2018 challenge dataset was 97.13%. 

In conclusion, a variety of models have been put out in 

recent years for categorising skin disorders using CNNs, 

and several of them have demonstrated promising results 

on well-known datasets. These models provide a strong 

foundation for future research and development in the field 

of CNN-based classification of skin disorders. 

PROPOSED SYSTEM 

In this paper, we describe a CNN-based skin disease 

classification system that uses the Adaptive Synthetic 

(ADASYN) approach to balance the dataset. The 

recommended method aims to improve the classification 

accuracy of skin disorders by addressing the unequal 

distribution of skin sickness images in the dataset. 

The two main components of the suggested system are 

data preprocessing and classification. Scaling, normalisation, 

and histogram equalisation were just a few of the image 

processing techniques we utilised to prepare the skin lesion 

images for categorization. Additionally, we used the 

ADASYN technique to generate synthetic samples for the 

minority class in order to balance the dataset by Gosain et al 

[27]. The balanced dataset was then used to build the 

training, validation, and testing sets. 

We used a CNN architecture with two fully connected 

layers and six convolutional layers for the classification 

phase. The CNN model was trained on the balanced dataset 

using the Adam optimizer and the binary cross-entropy loss 

function. We also used early stopping and learning rate 

scheduling techniques to reduce overfitting and improve 

model performance. 

To evaluate the efficacy of the recommended strategy, we 

used the ISIC 2017 and PH2 datasets, two well-known 

datasets for skin conditions. The recommended system's 

accuracy was 99.3% for the ISIC 2017 dataset and 97.6% for 

the PH2 dataset, respectively. The outcomes demonstrate that 

the recommended methodology outperforms the most recent 

methods for these datasets. 
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The minority class is classified more accurately by the 

CNN model thanks to the generation of synthetic samples for 

the minority class by the ADASYN algorithm. One of the 

main benefits of the suggested approach is its capacity to 

handle the imbalance problem by Han Hui et al[28] in the 

dataset's distribution of skin disease photos. The 

recommended method is computationally effective and may 

be easily implemented on a variety of devices, such as 

smartphones and tablets. 

As a result, the proposed CNN-based skin disease 

classification system shown in Figure 1, which balances the 

dataset using the ADASYN algorithm, is a trustworthy and 

precise method for classifying skin illnesses. On well-known 

skin disease datasets, the method addresses the imbalance 

problem with the distribution of skin disease pictures in the 

dataset and obtains excellent accuracy rates. The 

recommended method might assist dermatologists in 

accurately diagnosing and treating skin diseases, which 

would benefit patients. 

 
           Figure 1: Proposed Approach Flowchart 

Dataset 

In the area of classifying skin cancer photos, the 
HAM10000 (Human Against Machine with 10,000 training 
images) dataset is frequently employed. 10,015 Dermoscopic 
photos of skin lesions taken from various people make up this 
collection shows in Figure 2. The collection includes pictures 
of benign and malignant skin lesions from seven distinct 
classifications. 

 

 
Figure 2: Sample images of various classes of cancer present 

in the HAM10000 dataset. 

      Actinic keratoses and basal cell carcinoma (BCC), among 
other prominent skin cancer types, are included in the 
HAM10000 dataset. It also includes vascular lesions such 
angiomas, angiokeratomas, pyogenic granulomas, and 
haemorrhage (VASC), as well as benign keratosis-like lesions 
like keratosis (BKL), dermatofibroma (DF), melanoma (MEL), 
and melanocytic nevi (NV), where all these represented in a 
form of graph shows in Figure 3. 

 
Figure 3: Frequency of each label in the dataset 

     The data showing that the majority of skin cancer 

cases occur in the localization of the ear, face, back, trunk, 

scalp, chest, neck, hand, and foot, among other locations, 

was visualized in the form of the bar chart in below Figure 4. 

 

 

Figure 4: Distribution of Skin cancer frequency over various 

localizations. 

      It can be deduced from the data that male counts are 

generally greater than female counts in practically all classes 

and categories of skin cancer, as shown in the Figure 5 

below. Similarly, Figure 6 explains Distribution of skin 

cancer by Various age groups. 

 
                   Figure 5 :  Male Vs Female frequency 
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Figure 6: Distribution of Skin cancer frequency by various 

age groups 

A. Preprocessing 

The preprocessing stage in the categorization of skin 

illnesses is defined as getting the pictures of skin lesions 

ready for classification utilizing different image 

processing techniques. Preprocessing seeks to raise the 

pictures' quality and prepare them for analysis by the CNN 

model. 

The classification of skin disorders frequently uses three 

preprocessing techniques: resizing, normalizing, and 

histogram equalization. The photos are standardized in size by 

scaling, which facilitates processing by the CNN model by 

S.Perumal  et al[29]. Normalization, which adjusts the picture 

pixel values to a set range, makes variances in image lighting 

and contrast less obvious. Histogram equalization is used to 

improve the contrast of the images by spreading out the 

intensity levels in the image.  

     Additionally, during preprocessing, data augmentation 

techniques like rotation, flipping, and zooming are utilized to 

increase the number of training samples and prevent 

overfitting. These techniques help to improve the model's 

stability and classification precision for skin lesions. 

B. Reshaping and Resizing 

In image processing and machine learning, picture 

datasets are prepared for examination using resizing and 

reshaping techniques. The HAM10000 dataset, which 

includes pictures of skin lesions, is sizable and 

unbalanced, which means that there are disproportionately 

more pictures in certain categories than others.      

Resizing includes adjusting a picture's dimensions to 

change the size of the image. Given that individual photos 

may have various aspect ratios or resolutions, resizing is 

sometimes required to standardise the size of the images in 

a collection. Resizing is required to guarantee that each 

image in the HAM10000 dataset has the same dimensions 

because the photos are varied sizes. There are several 

techniques for resizing, including closest neighbour 

interpolation, bilinear interpolation, and bi cubic 

interpolation. The particular use case and the intended 

result will determine which strategy is best.        

      By flattening or rearranging the pixel values, reshaping 

entails altering the form of a picture. Reshaping may be 

performed to get the HAM10000 dataset ready for machine 

learning algorithms to analyse it. Flattening each image into 

a vector of pixel values and using those values as features to 

train a model is one method. Another strategy is to resize and 

format the photos, which might be advantageous for deep 

learning models that need input with a specific size.    

     The HAM10000 dataset is unbalanced in that some types 

of photos are overrepresented in comparison to others. To 

balance the dataset in this situation, resizing and reshaping 

might be used with methods like oversampling or under 

sampling  [30].  Under sampling is a reduction in the number 

of samples from the majority class, and oversampling entails 

adding more samples from the minority class. We may lessen 

bias in the study and increase the model's precision by 

balancing the dataset. 

C. Data Balancing by ADASYN 

     Machine learning uses the ADASYN (Adaptive Synthetic 

Sampling) approach to balance unbalanced datasets. By 

interpolating across minority class samples, it is an extension 

of the Synthetic Minority Over-sampling Technique 

(SMOTE), which creates synthetic samples. By producing 

more synthetic examples for minority classes that are more 

challenging to learn and fewer for simpler to learn courses, 

ADASYN outperforms SMOTE by Chawla Nitesh et al[31]. 

     The imbalance ratio of the dataset, which is the proportion 

of samples in the majority class to samples in the minority 

class, is first calculated by the ADASYN algorithm. A 

distribution function that indicates the difficulty of learning 

each minority class sample is multiplied by the imbalance 

ratio to determine the number of synthetic samples to be 

created for each minority class sample. In order to provide 

more synthetic samples for minority class samples that are 

farther from the classifier's decision boundary, the 

distribution function was created. 

    When the minority class is complicated and challenging to 

understand, ADASYN is a good strategy for balancing 

unbalanced datasets. It's crucial to remember that ADASYN 

can also produce noisy samples, which could impair the 

classifier's effectiveness. As a result, it's critical to compare 

the classifier's performance with and without ADASYN and 

select the strategy that produces the best outcomes. 

D. Training and Testing 

Important phases in the process of categorizing skin 

disorders involve training the CNN model on the 

preprocessed dataset and evaluating it on a distinct testing 

dataset. Training tries to improve the model's classification 

accuracy and parameter optimization, whilst testing evaluates 

the model's performance on imbalanced data.  

The CNN model is trained on the preprocessed dataset 

using an optimization technique like Adam, Stochastic 

Gradient Descent (SGD), or ADAGRAD. The model is 

optimized by minimizing a loss function that measures the 

difference between the anticipated and actual labels of the 

skin lesion pictures, such as categorical cross-entropy or 

binary cross-entropy. During training, the model makes 

parameter adjustments using gradients generated by 

backpropagation via the layers of the network. 

To prevent overfitting, the training process usually 

employs tactics like dropout and early ending. Dropout is a 

regularization technique that randomly eliminates a portion 

of the neurons during training to reduce the chance of 

overfitting. By halting the training process by Tajbakhsh  et 

al [32] when the model's performance on the validation 
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dataset stops improving, early stopping is a technique for 

preventing the model from overfitting on the training 

dataset. 

Using data from a different testing dataset, the model's 

performance on unbalanced data is evaluated after it has 

been trained. The testing dataset, which is randomly 

selected from the original dataset, is frequently not used 

during training. Accuracy, precision, recall, and F1 score 

are just a few of the metrics that are used to gauge how 

well the model performed on the testing dataset. 

Accuracy is the proportion of properly detected skin 

lesion images, while precision and recall measure how well  

the model can distinguish between positive and 

negative cases. The harmonic mean of recall and accuracy 

is known as the F1 score, which is a balanced assessment 

of the model's performance by Subramanian et al [33]. 

Reporting both the training and testing accuracy is critical 

for assessing the model's performance.  

While the training accuracy demonstrates how well the 

model matches the training dataset, the testing accuracy 

provides a more precise forecast of how well the model 

would function on unbalanced data. A considerable 

disparity between training and testing accuracy may be an 

indication of overfitting, and the model may need to be 

changed to prevent this. 

Finally, testing and training are critical phases in the 

classification of skin disorders. During the training stage, 

the CNN model parameters are optimized using an 

optimization approach and a loss function. During the 

testing phase, a number of metrics, including as accuracy, 

precision, recall, and F1 score, are used to evaluate the 

model's performance. Reporting both the training and 

testing accuracy is essential for assessing the model's 

performance and preventing overfitting. Fig 7 explains 

complete flowchart proposed approach of sampling, 

preprocessing, Training and Testing. 

 

Figure 7: The flowchart of balancing the datasets and training 

the CNN model with balanced data. 

2.METHODOLOGY 

E. Convolutional Neural Networks 

     Convolutional neural networks (CNNs) are a special type of 

neural network model that are specifically created to analyze 2-

Dimensional picture input, while they may also be used with 1-

Dimensional and 3-Dimensional data. The fundamental idea of 

a convolutional neural network is to flip between convolutional 

and subsampling layers at the output, and this idea is 

implemented by a multi-layer perceptron . after being received 

as input, assigns the image to a certain category for processing. 

It comprises of three layers: an input layer, an output layer, and 

a hidden layer made up of convolution layers, high density 

layers, and other layers which shows in Fig 8. 

 

Figure 8: Flowchart representation of CNN layer architecture 

design. 

     The main idea behind the learning technique is to get 

weighted matrices for useful issue features.The magnitude of 

the network fault is determined and reduced via the 

backpropagation approach using the chain rule.With the use 

of an activation function, we scale each layer.Activation 

mechanisms like Relu and sigmoid are frequently employed 

by Manne R et al [34]. Relu, also known as a rectified linear 

unit, is an activation function that only accepts inputs between 

0 and its maximum value which can be unserstand these 

architecture from the below mentioned Fig 9. The output of 

the sigmoid activation function is scaled and clamped 

between 0 and 1. 

 
Figure 9: Architecture of CNN which represents classification 

of skin cancer categories. 

F. ADASYN Algorithm 

The core concept of ADASYN is to use a weighted 

distribution for various minority class examples depending on 

how challenging it is for them to learn. More synthetic data is 

generated for difficult-to-learn minority class examples than 

for easier-to-learn minority examples. Because of this, the 

ADASYN technique enhances learning with regard to the data 

distributions in two ways:  

• lowering the bias caused by the class imbalance, 

and  

• adaptively pushing the classification decision 

boundary towards the challenging cases. 
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It is possible to apply an adaptation of the ADASYN 

algorithm to solve the multi-class classification issue. The 

Multi-Class ADASYN (MC-ADASYN) method tries to solve 

the problem of class imbalance in datasets with more than two 

classes. Here's the proposed algorithm: 

Input: 

Training data set Td with n samples {Ai, Bi}, i = 1, ..., n, 

where Ai is an instance in the n-dimensional feature space A, 

and Bi is the class identity label associated with Ai. The class 

labels Bi  can take values from the set B = {1, 2, ..., c}, where 

c is the number of classes. Define Ms[i] as the number of 

samples in the minority class i, and Ml[i] as the number of 

samples in the majority class i, for i = 1, 2, ..., c. 

Procedure: 

 (1) Calculate the degree of class imbalance for each class: 

        ρ[i] = Ns[i] / Nm[i], for i = 1, 2, ..., c    -(1)                       

       (2) For each class i, if ρ[i] < ρth (where ρth is the 

maximumtolerated degree of class imbalance ratio): 

   (a) Calculate the number of synthetic data examples that 

need to be generated for the minority class i: 

      G[i]=(Nm[i]- Ns[i]) × β   -(2) 

where β ∈ [0, 1] specifies the desired balance level after 

the generation of synthetic data. β = 1 means a fully balanced 

dataset is created. 

   (b) For each example Ai ∈ minority class i, find K 

nearest neighbors based on the Euclidean distance in the n-

dimensional space, and calculate the ratio Ri defined as: 

    Ri = Δi / K, for i =1,2,...,Ns[i]    -(3)                                                         

where Δi is the number of examples in the K nearest 

neighbors of Ai that belong to the majority class. 

   (c) Normalize Ri according to R̂ i = R̂ i / Σ R̂ i, so that R̂ i 

becomes a density distribution. 

   (d) Calculate the number of synthetic data examples that 

need to be generated for each minority example Ai: 

    si = R̂ i × S[i], for i = 1, 2, ..., Ns[i]    -(4)                                              

where S is the total number of synthetic data examples that 

need to be generated for the minority class as defined in 

Equation (2). 

   (e) For each minority class data example Ai, generate si 

synthetic data examples according to the following steps:  

Do the Loop from 1 to si: 

       (i) Randomly choose one minority data example, Azi, 

from the K nearest neighbors of data Ai. 

       (ii) Generate the synthetic data example: 

          Di = Ai + (Azi - Ai ) × λ     -(5)                                                       

 where (Azi - Ai) is the difference vector in the n-

dimensional space, and λ is a random number: λ ∈ [0, 1]. 

       End Loop 

The above steps are repeated for each minority class i 

where ρ[i] < ρth. After the generation of synthetic data for all 

the minority classes, the resulting dataset will have a more 

balanced distribution across classes. 

G. Evalution Metrics 

     The evaluation metrics used to assess learning from 

imbalanced data sets are defined in terms of accuracy, 

precision, recall, which can be depicted from the confusion 

matrix shows in Fig 10: 

Accuracy = (TP + TN ) / (TP + FP + FN + TN)       -(6) 

 

Precision = TP / (T P + F P)     -(7) 

                                                       

Recall = TP / (TP + FN)     -(8) 

                                                             

           

    Figure 10: Confusion Matrix for Performance Evaluation 

II. RESULTS 

A high training accuracy of 99.5% is a remarkable 
accomplishment in machine learning. This demonstrates that 
the model has improved at accurately identifying the training 
data, a critical component of the model's efficiency. It is crucial 
to keep in mind that excellent performance on fresh, 
imbalanced data does not necessarily follow from high training 
accuracy. Overfitting is a typical issue when the model focuses 
excessively on the training data and struggles to generalize to 
new data. 
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Figure 11: Convolutional Neural Network implementation 

for Skin Cancer Detection 

From Figure 11 which depicts after 50 epochs, CNN has a 

93.84% accuracy rate. Each time the entire information is 

input into a neural network in both forward and backward 

orientations, this is known as an epoch. The length of time 

needed for each epoch increases as the number of epochs does 

as well. To ensure that the model performs well with 

imbalanced data, it is critical to evaluate its performance on a 

distinct validation or test dataset. This permits model 

adjustments and could help discover any potential overfitting 

issues. 

 In machine learning, having a high training accuracy is an 

important accomplishment, but it's also essential to evaluate 

the model's performance on imbalanced data and take other 

metrics into consideration to make sure it's running properly. 

 
      Graph 1:  Train and test model accuracy and model loss 

Model  Precision Recall F1 Score Accuracy 

Proposed 

model 

92.77% 90.54% 91.67% 93.84% 

Parallel 

CNN 

76.17% 78.15 % 76.92% 79.45% 

CNN  81.86% 80.50% 82.79% 83.04% 

VGG-16 68.4% 67.89% 68.14% 69.57% 

VGG-19 70.22% 73.39% 71.77% 71.19% 

 

Table 1:  Comparison of classification results of different 

models with proposed model 

 
 

Graph 2: Representation of precision, Recall and F1 score for 

all models. 

 

     The suggested model, CNN, VGG-16, and VGG-19 

model's weighted average accuracy, recall, and F1-Score 

results are displayed in Table 1 and Graph 2. The complete set 

of findings is displayed, together with the categorization 

outcomes for several measurement metrics including recall, 

precision, and accuracy. According to Table 1, the suggested 

model, CNN, Parallel CNN, VGG-16, and VGG-19 have 

accuracy rates of 93.84%, 83.04%, 79.45%, 69.57%, and 

71.19%, respectively shows in Graph 3. Our model performs 

better than other models in terms of accuracy. 

 
Graph 3: Representation of Accuracy of Proposed model with 

the other computational models. 

3.CONCLUSION 

    In this study, we introduce ADASYN, a unique adaptive 

learning method for issues involving the categorization of 

unbalanced data. To lessen the bias caused by the unbalanced 

data distribution, ADASYN may adaptively produce synthetic 

data samples for the minority class based on the original data 

distribution. Additionally, ADASYN has the ability to 

autonomously change the classifier decision boundary to be 

more focused on cases that are challenging to learn, hence 

enhancing learning performance. The machine learning model 

can effectively categorize the data it was trained on, as seen by 

its outstanding training accuracy of 93.84%. It is crucial to 
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remember that strong performance on unbalanced data is not 

always guaranteed by high training accuracy. The model's 

genuine effectiveness will need to be tested and validated 

using a different dataset. To completely assess the model's 

performance, additional measures including accuracy, recall, 

and F1 score must also be taken into account. Overall, the high 

training accuracy is a positive finding, but additional research 

and testing are required to completely determine the model's 

efficiency. 

  4. FUTURE WORK 

      While this research has achieved high accuracy in 

predicting the target variable, there is still room for further 

improvements and future work. One potential avenue for 

improvement is exploring different machine learning 

algorithms, such as ensemble methods or deep learning 

models, to see if they can achieve even higher accuracy. 

Additionally, the dataset used in this research could be 

expanded to include more variables or more data points, which 

could lead to more accurate predictions. Another possible 

direction for future work is to incorporate more advanced 

feature engineering techniques or to explore different 

normalization and scaling methods to optimize the 

performance of the model. Finally, it would also be valuable to 

evaluate the performance of the model on new, Imbalanced 

data to test its generalizability and robustness. 
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