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Abstract 

 

Agriculture and accessories contribute to approximately 17% of India's GDP, still the most 

popular occupation amongst 70% of India's population. The agriculture sector provides 

different outputs used by diverse segments, including, but not limited to, use as raw materials 

by various industries, sources of nutrition and businesses, etc. Indian farmer still struggles to 

pick up the right crop for the proper biological and non-biological factors. Thus, in this case, 

different machine-learning techniques have been proposed for paddy growth with weather 

datasets to accelerate the paddy yield of crops. In this paper, we present a summarization of 

these different approaches: the regression model, random forest, and random tree. These 

techniques are a part of the paradigm, Precision Agriculture, specifically in paddy data analysis. 

These algorithms consider and implement external factors, like meteorological data like rainfall 

and temperature and others like pesticides, to give the best recommendations, which not only 

lead to better yields but also minimum use of resources and capital.  

 

Index Terms: Precision agriculture, weather conditions, regression model, random tree, and 

random forest. 
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1. Introduction 

 

Agriculture has been the cornerstone of 

almost all ancient civilizations for the very 

primary reason of sustenance. Today, 

agriculture is a $2.4 trillion industry 

worldwide and is one of the most prominent 

contributors to developing third-world 

countries. However, agriculture inherently 

faces many problems, including highly 

unpredictable, lack of rain, floods, and 

drastic weather changes, to name a few. 

These factors, along with the unmeasured 

use of insecticides and chemical fertilizers, 

institutional factors like lack of credit, not 

enough subsidies by the governing body, 

and corruption, lead to alienation of the 

farming body and an increase in the debt, 

which ultimately leads to suicides and 

families, laden with more debt. The above 

reasons necessitate the ushering in of 

Artificial Intelligence and the Internet of 

Things [1] in the field of agriculture to use 

statistical prowess to provide better yields 

at relatively lower costs. Along these lines, 

we present various frameworks based on 

precision agriculture. 

Precision Agriculture [2] includes 

the use of technology in proposing 

fertilizers, farming techniques, and crops, 

among other things, to farmers. The 

frameworks we discuss are focused on a 

subsection of precision agriculture called 

crop recommendation systems which use 

different machine learning algorithms to 

recommend crops depending on specific 

rules and data. The correctness of the 

recommendation depends on the type and 

the amount of data fed. The statistical 

nature of these algorithms can lead to a 

significant increase in yield. A high 

accuracy measure is desired as the 

consequences of the otherwise will be 

immense, which include waste of seeds, 

time, drastic loss in productivity, etc. Many 

different predictors can be used for 

recommendations like temperature, soil 

properties, humidity, etc. In India, the 

concept of precision agriculture has yet to 

be fully embraced, and farmers still use 

traditional methods of growing crops that 

do not lead to excellent yield and run a high 

risk of failure whilst letting a better 

alternative of technology-based agriculture 

go unused. 

 

2. Literature survey 

Ensemble methods [3] belong to 

that branch of machine learning that blends 

several learning methods into one model. 

The prominent feature of these algorithms 

is that they give better performance than 

any of their sub-models. Some examples of 

these are boosting, bagging, and stacking. 

Majority Voting is a well-known 

ensembling technique requiring at least two 

base learners. Learners are selected in such 

a way that they are aggressive yet 

supportive of each other. The primary 

motive is to achieve a better measure of 

performance than any of the individual 

models. This method has been used in [4], 

[5] for crop prediction. Recommendations 

are made for a localized area of the Madurai 

district in Tamil Nadu through a UI-based 

system [4]. The learners used in this system 

include Random Tree [6], Naive Bayes [7], 

KNN [8], and CHAID [9]. The essential 

features are extracted and introduced to the 

ensemble model, which generates the 

induction rules for the recommendation. A 

very similar approach is adopted in [5], 

which uses learners Naive Bayes, Linear 

SVM [10], and Random Forest. 

Data mining is acquiring, preparing, 

and finding patterns in data to gain valuable 

insights from historical data. It is based on 

the commonness of machine learning, 

statistics, and database management. There 

is a growing need to extrapolate the 

farmers' existing knowledge by harnessing 

vast amounts of past information. 

Available to us. Such an approach is 

utilized in [11], which proposes that 

different types of classification algorithms 

may behave differently when exposed to 
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data from other crops. It uses many 

classification-based algorithms like ANN 

[10] and KNN (for wheat and potato), 

Harmonic analysis of NDVI Time-series 

algorithm (for sugarcane), J48, LAD Tree 

(for rice), and many others and compares 

their accuracies. An android application is 

presented in [12], which leverages the 

power of ANN and proposes a crop 

calculator that recommends the best crops 

based on different values provided, like soil 

Ph., water availability, temperature, and 

month of cultivation, in the backend on the 

web and data server. It also provides a 

subscription to the farmers, gives 

personalized information, and takes 

feedback so the system can be made more 

user-friendly. A simple comparative study 

is presented in [13], which compares 

classification algorithms like J48 [14], 

LAD Tree [15], LWL, and IBK using the 

WEKA tool [16] to classify into different 

seasons, and the preprocessing was done 

using DSS. The performance is compared 

based on metrics like RMSE, MAE, and 

RAE [17]. 

The RSF Recommender [18] 

presents a modular approach where 

different databases are used for storing 

information related to temperature, 

seasonal crops, and crop growth rate. The 

country is divided into regions called 

Upazilas. It has a UI-based system that 

detects the location and identifies the 

Upazilas, which provides information 

regarding the different thermal, 

demographic, and physiographic 

properties. Using this information and the 

information maintained in the database 

regarding the seasonal crops, the most 

similar Upazilas are chosen using Pearson 

Correlation Similarity, and the top N most 

similar Upazilas are selected. Finally, these, 

along with the crop production rates, are 

used to recommend crops keeping in mind 

the season by the specialized algorithm.  

Big Data analytics [19] studies the 

examination of considerable datasets to 

find patterns, inherent collations, and 

hidden insights. An expert system [20] has 

a knowledge base that is acquired from 

domain experts, an inference engine that 

uses the knowledge and statistical methods 

to draw interpretations from the database, 

and an interface that allows input/extraction 

of commands or rules into/from the 

knowledge base. An amalgamation of big 

data analytics and expert systems is 

presented in [21]; it gives insight into a 

decision system aided by extensive data 

analysis for guiding agricultural 

production. An expert system has a 

knowledge base that is acquired from 

domain experts, an inference engine that 

uses the knowledge and statistical methods 

to draw interpretations from the database, 

and an interface that allows input/extraction 

of knowledge or rules into/from the 

knowledge base. An intelligent agriculture 

decision system is presented with different 

components like knowledge acquisition, 

knowledge representation and reasoning, 

knowledge base, and establishing a 

reasoning program. It is integrated with a 

Big Data framework which improves the 

speed and performance of the decision 

system as a whole. As an instance of the 

combination of decision system and big 

data analytics, a wheat agricultural 

intelligent decision system was presented in 

the end, which concludes decision-making 

for a variety of tasks like prevention and 

control of diseases and pests, green stage 

decision, selection decision of type, sowing 

time decision, among others. 

A Crop Selection Method (CSM) 

[22] categorizes the crops as annual (crops 

that can be grown anytime in the whole 

year), seasonal (crops that can be grown in 

a specific season), long-term crops (take a 

long time to grow) and short-term (take a 

short time to develop) crops. In many 

tropical and subtropical countries, 

including India, the amount of rain received 

is indicative of the crop yield that can be 

expected that year. According to the 
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approach discussed in [22], multiple 

sequences of crops are possible from the 

four categories, but only the series which 

gives the best mean yield is selected. For 

the selection of the best arrangement of 

crops, prediction of the yield rate of the 

crop is imperative and is predicted based on 

features like water density, weather, soil 

type, and crop type. Using the expected 

yields of the crop, multiple sequences are 

possible; they are filtered, and the best 

arrangement is selected. 

 

3. Methodologies  

 

In this section, explain the different 

descriptions of the method is provided. In 

this paper, consider three tasks were 

performed, and concepts worked based on 

various machine learning models and their 

model accuracy. 

 

3.1 Random Forest 

Random Forest is a popular machine 

learning algorithm that belongs to the 

supervised learning technique. It can be 

used for both Classification and Regression 

problems in ML. It is based on the concept 

of ensemble learning, which is a process of 

combining multiple classifiers to solve a 

complex issue and improve the 

performance of the model. As the name 

suggests, "Random Forest is a classifier that 

contains a number of decision trees on 

various subsets of the given dataset and 

takes the average to improve the predictive 

accuracy of that dataset." Instead of relying 

on one decision tree, the random forest 

takes the prediction from each tree and, 

based on the majority votes of forecasts, 

predicts the final output. The more 

significant number of trees in the forest 

leads to higher accuracy and prevents the 

problem of overfitting. 

Random Forest works in two phases. 

The first is to create the random forest by 

combining the N decision tree, and the 

second is to make predictions for each tree 

created in the first phase [23]. The Working 

process can be explained in the below steps 

and diagram: 

Step-1: Select random K data points from 

the training set. 

Step-2: Build the decision trees associated 

with the selected data points (Subsets). 

Step-3: Choose the number N for the 

decision trees that you want to build. 

Step-4: Repeat Steps 1 & 2. 

Step-5: For new data points, find the 

predictions of each decision tree, and assign 

the latest data points to the category that 

wins the majority votes. 

 

3.2 Random Tree 

A single decision tree is easy to 

conceptualize but will typically suffer from 

high variance, which makes them not 

competitive in terms of accuracy. One way 

to overcome this limitation is to produce 

many variants of a single decision tree by 

selecting every time a different subset of 

the same training set in the context of 

randomization-based ensemble methods 

[24]. Random Forest Trees (RFT) is a 

machine learning algorithm based on 

decision trees. Random Trees (RT) is a 

class of machine learning algorithms that 

does ensemble classification. The term 

ensemble implies a method that makes 

predictions by averaging over the 

predictions of several independent base 

models.  

"There are three main choices to be 

made when constructing a random tree. 

These are (1) the method for splitting the 

leaves, (2) the type of predictor to use in 

each leaf, and (3) the method for injecting 

randomness into the trees" [25]. A common 

technique for introducing randomness in a 

Tree "is to build each tree using a 

bootstrapped or sub-sampled data set. In 

this way, each tree in the forest is trained on 

slightly different data, which introduces 

differences between the trees" [26]. 

Randomization can also occur by 

randomizing "the choice of the best split at 
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a given node... experiments show however 

that when noise is important, Bagging 

usually yields better results" [25]. 

When optimizing a Random Trees 

model, “special care must be taken so that 

the resulting model is neither too simple nor 

too complex. In the former case, the model 

is indeed said to underfit the data, i.e., to be 

not flexible enough the capture the structure 

between X and Y. In the latter case, the 

model is said to overfit the data, i.e., to be 

too flexible and to capture isolated 

structures (i.e., noise) that are specific to the 

learning set" [26]. There is then a need to 

define stropping criteria to stop the growth 

of a tree before it reaches too many levels 

to prevent overfitting: "Stopping criteria are 

defined in terms of user-defined hyper-

parameters" [27]. Among those parameters, 

the most common are: 

 The minimum number of samples in a 

terminal node to allow it to split 

 The minimum number of pieces in a 

leaf node when the terminal node is 

split 

 The maximum tree depth, that is, the 

maximum number of levels a tree can 

grow 

 Once the Trees accuracy (defined by 

the Gini Impurity index) is less than a 

fixed threshold 

 

3.3 Linear Regression Model 

Simple linear regression is a 

statistical method that allows us to 

summarize and study relationships between 

two continuous (quantitative) variables: (1) 

One variable, denoted x, is regarded as the 

predictor, explanatory, or independent 

variable. (2) The other variable, y, is the 

response, outcome, or dependent variable. 

Because the other terms are used less 

frequently today, we'll use the "predictor" 

and "response" terms to refer to the 

variables encountered in this course [28].  

 

y=ax+b … (1) 

 

3.4 R2 Score  

The R2 score or correlation 

coefficient or the coefficient of 

determination is a dimension used to 

explain how important variability of one 

factor can be caused by its relationship to 

another affiliated factor. This correlation, 

called goodness of fit, is represented by 

values between 0.0 and 1.0. A value of 1.0 

indicates a perfect fit and is, therefore, a 

largely dependable model for future 

prediction, while a value of 0.0 would 

indicate that the computation fails to 

accurately model the data at all. But a value 

of 0.20, for illustration, suggests that 20% 

of the dependent variable is predicted using 

an independent variable. In contrast, a 

value of 0.50 suggests that 50% of the 

dependent variables are predicted using the 

independent variable [28]. 

 

      𝐫 =
𝐧(∑ 𝐱𝐲)−(∑ 𝐱) (∑ 𝐲)

√[𝐧 ∑ 𝐱𝟐−(∑ 𝐱)𝟐]−[𝐧 ∑ 𝐲𝟐−(∑ 𝐲)𝟐]
       … (2) 

 

3.5 Mean Absolute Error (MAE) 

Mean Absolute Error calculates the 

average disparity between the quantified 

and actual values. It is also known as scale-

dependent precision as it quantifies error in 

observations taken on an identical scale. It 

is adopted as an assessment metric for 

regression patterns in machine learning. It 

calculates errors between actual values and 

values foreseen by the model. It is utilized 

to predict the correctness of the machine 

learning model.  

 

MAE =
∑ |yi−xi|n

i=1

n
             … (3) 

 

where Σ: Summation, yi is: Actual 

value for the ith observation, xi is the 

Calculated value for the ith observation, and 

n is the Total number of observations [29]. 

 

3.6 Mean Square Error (MSE) 
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The mean squared error quantifies how 

close a regression line is to a set of 

information points. It is a risk function that 

corresponds to the expected significance of 

the squared error loss. The mean squared 

error is evaluated by taking the average, 

specifically the mean, of the squared errors 

from data relevant to a function. A larger 

MSE shows that the data points are 

commonly scattered around its central 

moment (mean), while a smaller MSE 

suggests the opposite. A smaller MSE is 

preferred as it demonstrates that your data 

points are closely spaced around their 

central moment (mean). It reflects the 

centralized distribution of your data values, 

the fact that it is unbiased, and, most 

importantly, has less error [30]. 

 

MSE = (
∑ |yi−xi|n

i=1

n
)

2

             … (4) 

 

where Σ: for summation, yi is: the actual 

value for the ith observation, xi is: the 

calculated value for the ith observation, and 

n is: the total number of observations 

 

3.7 Root Mean Square Error (RMSE) 

Root Mean Square Error (RMSE) is the 

standard deviation of the prediction error. 

Residuals are a quantification of how far 

data points are from the regression line; 

RMSE is a quantification of how 

distributed these residuals are. It tells you 

how concentrated the data is around the line 

of best fit. The mean square error is 

frequently used in climatology, predicting, 

and regression model evaluation to verify 

empirical results [31]. 

 

RMSE = √(
∑ |yi−xi|n

i=1

n
)

2

                   … (5) 

 

where Σ: for summation, yi is: the actual 

value for the ith observation, xi is: the 

calculated value for the ith statement, and n 

is: the total number of observations 

 

3.8 Relative Absolute Error (RAE) 

The ratio of the absolute error of the 

measurement to the specific value is called 

the relative error by calculating the relative 

error with the hypothesis of how good the 

measurement is compared to the actual size. 

From the relative error, we can ascertain the 

magnitude of the absolute error. If the 

specified value is not available, the relative 

error with regard to the measured 

significance of the quantity can be 

calculated. The relative error is 

dimensionless and has no unit. It is written 

as a ratio by multiplying it by 100. The 

relative error is computed from the 

proportion of the absolute error and the 

specific value of the quantity. If the total 

error of the measurement is x, the special 

deal is x0, the quantified value is x, and the 

relative error is expressed [32].    

 

xr =
∑ |yi−xi|n

i=1

∑ |xi−y̅|n
i=1

                         … (6) 

 

where Σ: for summation, yi is: the actual 

value for the ith observation, xi is: the 

calculated value for the ith observation and 

n is: the total number of observations and 

y̅ =
1

n
∑ yi

n
i=1 .  

 

3.9 Root Relative Squared Error (RRSE) 

The relative root square error (RRSE) is 

relative to what it would have been if a 

simple predictor were used. Exactly, this 

simple predictor is just the average of the 

actual values. Thus, the relative squared 

error takes the total squared error and 

normalizes it by dividing it by the total 

squared error of the simple predictor. By 

taking the square root of the relative 

squared error, one reduces the error to the 

identical dimensions as the forecasted 

magnitude. Mathematically, the root of the 

relative squared error of a single model is 

estimated by the following equation: [32] 

 

xr =
∑ (yi−xi)2n

i=1

∑ (|xi−y̅|)2n

i=1

                          … (7) 
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where Σ: Summation, yi: Actual value for 

the ith observation, xi: Calculated value for 

the ith observation, and n: Total number of 

observations and y̅ =
1

n
∑ yi

n
i=1 .  

 

Numerical Illustrations  

The science of training machines to learn 

and produce models for future predictions 

is widely used, and not for nothing. 

Agriculture plays a critical role in the 

global economy. With the continuing 

expansion of the human population, 

understanding worldwide crop yield is 

central to addressing food security 

challenges and reducing the impacts of 

climate change. Crop yield prediction is an 

important agricultural problem. The 

Agricultural outcome primarily depends on 

weather conditions (rain, temperature, etc.), 

pesticides, and accurate information about 

the history of crop yield is essential for 

making decisions related to agricultural risk 

management and future predictions [33]. 

All datasets (publicly available datasets) 

here are taken from the Food and 

Agriculture Organization (FAO) [34], 

World Data Bank (WDB) [35], and Data 

retrieved from the Ministry of Earth 

Sciences and India Metrological 

Department (IMD) [36]. The corresponding 

dataset comprises 7 attributes and 4048 

instances. In this case, taking into 

consideration that the only country name is 

India, and the name of the items is Paddy. 

We reduce two columns, namely the name 

of the country and the name of the items, 

repeatedly in all the instances. Finally, after 

preprocessing, the dataset contains 5 

attributes, and 507 samples are not possible 

to display, then only display 14 cases 

between 1990 to 2013. The attribute name 

year is optional for making data mining and 

machine learning approaches. In this case, 

the models fit into the data and perform the 

analysis with accurate parameters.  

 

Table 1. Rice Paddy Yield with Weather Conditions in India   

Year 
Yield 

(hg/ha) 

Average 

Rainfall 

(mm) 

Pesticides 

(Tonnes) 

Average 

Temp 

(C) 

1990 26125 1401.40 75000.00 25.58 

1991 26271 1170.20 72133.00 25.85 

1992 26092 1102.50 70791.00 25.69 

1993 28303 1207.80 66388.00 25.88 

1994 28645 1295.30 61357.00 25.75 

1995 26972 1242.50 61257.00 25.86 

1996 28226 1182.90 56114.00 25.63 

1997 28457 1183.10 52279.00 24.92 

1998 28805 1208.80 49157.00 25.91 

1999 29782 1116.60 46195.00 26.12 

2000 28508 1035.40 44957.52 25.98 

2001 31158 1100.70 43720.04 25.76 

2002 26163 936.00 42482.56 26.66 

2004 29756 1106.50 35113.00 26.11 

2005 31537 1208.20 35342.00 25.85 

2006 31759 1161.70 37423.00 26.34 

2007 32924 1179.30 27422.77 26.00 

2008 32509 1118.10 14485.33 25.57 
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2009 32366 953.80 28707.01 26.55 

2010 33587 1215.60 40093.69 26.51 

2011 35878 1116.30 55540.00 25.53 

2012 36909 1054.70 52980.00 25.86 

2013 36070 1242.00 45620.00 26.69 

 

Table 2 Basic Descriptive Statistics 

Attributes Min Max Mean StdDev 

Yield (kg/ha) 26092.00 36909.00 30295.73 3228.87 

Average rainfall (mm) 936.00 1401.40 1153.88 101.27 

Pesticides (Tones) 14485.33 75000.00 48459.04 15010.33 

Average Temperature (Celsius) 23.26 28.85 26.01 0.911 

 

  

  
Fig. 1. Descriptive statistics for yield, average rainfall, pesticides, and average temperature  

 

Table 2. Performance Comparison Using R2 Score  

Attributes M5P 
Random 

Forest 

Random 

Tree 
REPTree 

Yield (kg/ha) 0.9889 1.0000 1.0000 0.9999 

Average rainfall (mm) 0.9748 1.0000 1.0000 1.0000 

Pesticides (Tones) 0.9850 1.0000 1.0000 1.0000 

Average Temperature (Celsius) 0.2251 0.2073 0.2137 0.2431 
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Fig. 2. Performance Comparison Using R2 Score 

 

Table 3. Machine Learning Approaches with Accuracy Performance Using MAE 

Attributes M5P 
Random 

Forest 

Random 

Tree 
REPTree 

Yield (kg/ha) 493.5799 12.9330 12.3703 15.8671 

Average rainfall (mm) 25.1635 0.1756 0.0991 0.0039 

Pesticides (Tones) 2190.8100 7.7364 3.5970 4.4073 

Average Temperature (Celsius) 0.6992 0.7038 0.7011 0.6930 

 

Table 4. Machine Learning Approaches with Accuracy Performance Using RMSE 

Attributes M5P 
Random 

Forest 

Random 

Tree 
REPTree 

Yield (kg/ha) 493.5799 12.9330 12.3703 15.8671 

Average rainfall (mm) 25.1635 0.1756 0.0991 0.0039 

Pesticides (Tones) 2190.8100 7.7364 3.5970 4.4073 

Average Temperature (Celsius) 0.6992 0.7038 0.7011 0.6930 

 

Table 5. Machine Learning Approaches with Accuracy Performance Using RAE 

Attributes M5P 
Random 

Forest 

Random 

Tree 
REPTree 

Yield (kg/ha) 17.8427 0.4675 0.4472 0.5736 

Average rainfall (mm) 32.1520 0.2244 0.1267 0.0050 

Pesticides (Tones) 17.9543 0.0634 0.0295 0.0361 

Average Temperature (Celsius) 96.1931 96.8312 96.4617 95.3436 

 

Table 6. Machine Learning Approaches with Accuracy Performance Using RRSE 

Attributes M5P 
Random 

Forest 

Random 

Tree 
REPTree 

Yield (kg/ha) 20.1011 0.8793 0.9675 1.1023 

Average rainfall (mm) 29.3683 0.8640 0.5201 0.0200 

Pesticides (Tones) 18.8683 0.2220 0.0897 0.0994 

Average Temperature (Celsius) 97.5097 99.0504 98.7949 97.2824 
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4. Results and Discussions 

 

Based on the results and discussions, table 

1 indicates rice paddy yield with weather 

conditions in India, which describes the 

paddy yield, average temperature, 

pesticides, and average temperature. Based 

on descriptive statistics like mean and 

standard deviations, we have summarized 

the related results shown in Table 2 and 

Figure 1. This table includes four statistical 

parameters, namely minimum, maximum, 

mean, and standard deviations.  

This research considers four different 

machine learning approaches, namely M5P, 

random forest, random tree, and REP tree 

approaches which are used to predict the 

best parameters. In this case, find out the 

corresponding machine learning 

approaches and their performance metrics 

shown in different tables between Table 2 

to Table 6 and the related visualization 

presented in Figure 2. Numerous machine 

learning techniques are used to recommend 

precision agriculture, namely crop yield 

using weather conditions.  

Different models can be better for different 

crops in terms of accuracy, namely R2 

score, MAE, RMSE, RAE, and RRSE. 

Compare the performance of four very 

commonly used machine learning models, 

namely M5P, random forest, random tree, 

and REP tree, to classify results. We have 

calculated the performance of these models 

on the dataset of India in terms of Relative 

Absolute Error (RAE), Root Mean Squared 

Error (RMSE), Mean Absolute Error 

(MAE), and Root Relative Squared Error 

(RRSE) as performance matrices in various 

tables and figures, respectively.  

Numerical illustrations in Table 2 and 

Figure 2 show the machine learning 

approaches with accuracy parameters, 

namely R2 score, return very strong 

positive correlation M5P, random forest, 

random tree, and REP tree approaches. In 

this case, for using four parameters except 

average temperature remaining three 

parameters, namely paddy yield, average 

rainfall, and Pesticides, return 0.9889 to 1 

and perform only 1% return negative 

correlation for using average temperature.  

ML approaches with accuracy parameters, 

namely MAE, RMSE, RAE, and RRSE, are 

used to find the performance. In this case, 

using random forest, random tree, and 

REPTree returns a minimum error. M5P 

returns maximum error compared to others. 

The related numerical illustrations are 

shown in Table 3. The RMSE returns a low 

error rate for using random forest, random 

tree, and REP Tree, and the related results 

are shown in Table 4.   

Similarly, the performance metrics, namely 

RAE and RRSE, return a low minimum 

error rate for using random forest, random 

tree, and REP Tree with three parameters, 

namely paddy yield, average rainfall, and 

pesticides. In this case, the M5P approach 

returns a maximum error rate compared to 

the other three decision three systems. The 

related results and discussion are shown in 

Table 5 and Table 6.  

 

5. Conclusion and & Future Work 

 

This research clearly indicates 99% to find 

the future prediction for using three 

parameters, namely paddy yield, average 

rainfall, and pesticides. The variable 

selection process was also performed using 

ML approaches. In the future, implantation 

adds some other weather parameters and 

ML approaches to enhance the model 

accuracy and variable selections with 

higher test statistics accuracy.  
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