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Abstract 

Evaluating the possibility of a change from Mild Cognitive Impairment (MCI) to dementia of 

Alzheimer's Disease (AD) is a very difficult task. Single-Photon Emission Computerized 

Tomography (SPECT) scans of 2146 people using the Deep Learning (DL) algorithm was 

developed and checked to predict the development of AD dementia and MCI patients in a time-to-

event assessment scenario. Furthermore, the danger of early development divided each participant 

into small groups with separate timeframes for developing AD dementia. The threat of 

development based on AD has been merged with the basic clinical measures, achieving improved 

prediction of the advancement of AD dementia. A hybrid SPECT - Improved Faster Recurrent 

Convolutional Neural Network (IFRCNN) provides a precise, affordable way to predict the disease 

and makes it easier to enroll patients in clinical studies who are expected to advance within a given 

time frame. 

Keywords: mild cognitive impairment; deep learning; Alzheimer's disease; expected risk. 

1. Introduction 

AD was an advanced and incurable neurological disorder that impairs memory, thought, and 

behavior by abnormally accumulating amyloid plaques and neurofibrillary entanglements in the 

brain. The most widespread type of dementia, AD, has no proven therapy to alter the disease. A 

patient who already has AD may be cured of current treatments; they may slow the progression of 

the disease [1-2]. Therefore, developing solutions to identify AD in the early stages before clinical 

characteristics were crucial for rapid treatment and delayed development. The idea of MCI has 
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therefore been developed [3]. MCI, a premonitory variant of AD was used to characterize 

individuals to show minor signs of cognitive dysfunction but are capable of performing daily 

chores. Persons in are MCI stage that can develop dementia. Some MCI people have been changed 

into AD some time from the base [4]. 80% of MCI sufferers would be switched to AD after three 

years of follow-up, according to reports that MCI individuals move to AD at a rate of 15% to 10% 

every year. Finding biomarkers that distinguish individuals with MCI who subsequently develop 

AD from these MCI is a burning issue in AD investigations. 

To improve the biomarkers of MCI transformation predictions to increase efficiency, numerous 

machine learning techniques were used. A widely used technique for solving classification 

problems is the Support Vector Machine (SVM) [5]. SVM was widely used in research to predict 

MCI conversion. To identify the relevant characteristics of AD, a multi-task learning approach to 

SVM was used, which demonstrated 73.9% accuracy, 68.6% specificity & 73.6% sensitivity. An 

increased number of persons can be used by using additional examples, such as the elderly without 

AD and AD who are cognitively impaired. Based on the dimensional features of several 

neuroimaging biomarkers including SPECT and Positron Emission Tomography (PET), many DL 

methods were developed to aid in the diagnosis of AD [6]. In addition to accurately distinguishing 

AD cases from healthy control subjects, Machine Learning (ML) techniques developed must 

predict AD. Previous research has reduced this to a binary categorization exercise. The method 

used a multi-kernel SVM classifier to integrate features of different biological modalities. 

However, classifying subjects into two classifications in a single configuration was challenging 

using SPECT-IRCNN.  

2. Related works 

With a yearly development rate of up to 10% to 20%, these MCIs are more likely to develop 

dementia [7]. Medical factors were devised to formally assess the AD progressive development 

and it is still difficult to determine from the outset which MCI patients would eventually develop 

AD dementia [8]. The most common neurodegenerative illness is AD, and individuals with MCI 

are more likely to predict AD. It has been possible to distinguish between participants with 

advancing MCI and patients with stable MCI in a pattern classification scenario, but it is still 

challenging to predict MCI people would have AD dementia at baseline [9]. For the assessment 

and tracking of the course of AD, many biological and imaging indicators, magnetic resonance 
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imaging, Positron Emission Tomography (PET) such as genetic information, and cerebrospinal 

fluid biomarkers have been investigated [10]. Recent research has shown how performance can be 

improved by using longitudinal rather than cross-sectional data for classifier construction [11]. It 

has been shown that model approaches built on these measures could differentiate patients from 

AD to subjects with high-precision normal cognition. 

For the diagnosis and prognosis of AD, longitudinal changes in biomarkers and imaging markers 

were considered. These include variations in neuropsychological assessments, rate of atrophy of 

cortical thickness and sub-cortical volume, and variations in brain intensity/density map [12]. The 

majority of data-based longitudinal predictive models require that data from multiple subjects be 

collected at specific times. However, longitudinal studies frequently struggle with missing data. 

The assignment of incomplete information would be a common solution to this problem [13]. To 

deal with missing or inconsistent information, multivariate operational ratings were used to 

represent the longitudinal manufacturers. To describe the latent longitudinal process of the MFPC, 

the existing system uses a set of assumptions that might not apply to all kinds of indicators. 

For example, to segregate sMCI participants from pMCI participants, early predictions of dementia 

associated with AD have traditionally been presented as a classification problem [14]. In addition, 

the follow-up period of the cut-off time used to distinguish between pMCI and sMCI affects the 

effectiveness of the classification. Moreover, regardless of the threshold selected, the pMCI and 

sMCI cohorts are often heterogeneous [15]. In addition, the time information regarding when MCI 

patients would pass the AD dementia threshold is not provided by the classification parameter for 

AD dementia prediction. Promising results were obtained through research aimed at predicting the 

period of AD development in an event duration evaluation scenario. 

Recent achievements in sequence modeling, such as machine translation and operational SPECT 

modeling using DL approaches based on Recurrent Neural Network (RNN) short-term memory 

structure suggest it could be a more useful method of describing longitudinal data [16]. In this 

research, Long Short-Term Memory (LSTM) autoencoder is used to learn a concise and 

informative representation of longitudinal cognitive measurements to determine if MCI 

participants will progress to AD dementia [17]. Without making any explicit assumptions about 

the longitudinal process underlying the tests, these representations could encapsulate the temporal 

dynamics of longitudinal cognitive measures and characterize the development trajectory of MCI 
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participants [18]. In one situation from time to time, a prognostic model is developed using baseline 

hippocampal SPECT data and learned interpretations. For example, the Cox regression model is 

used to determine the likelihood of MCI participants eventually developing AD dementia [19]. 

Experimental results demonstrated that the proposed system could achieve a promising prognosis, 

and cognitive and imaging-based measurements could provide additional information for the 

prognosis [20]. The framework developed is being applied to a broad cohort acquired as part of 

the ADNI. 

It is customary to characterize early diagnosis of AD dementia as a model class problem. For 

instance, a binary classifier is developed using baseline data to distinguish between pMCIs and 

sMCIs by categorizing MCI participants as progressing MCIs and stable MCIs based on a cut-off 

method of the follow-up period [21]. ML methods were employed to establish classifiers on 

imaging data to identify AD dementia early [22]. These categorization studies frequently use 

simple imaging parameters, including hippocampus geometry, cortical thickness, and cerebral 

tissue volume and density. 

The timing of AD development during the follow-up period can now be predicted using time-to-

occurrence analytical methods, according to recent research [23]. MCI was predicted by clinical 

and imaging markers and their longitudinal development trajectory. Promising effectiveness and 

subjects' development of AD dementia have been attained [24]. Furthermore, simple picture 

characteristics of specific medical indicators were examined, which can reduce prognostic 

discrimination. 

3. Proposed System 

3.1 Imaging and clinical data 

The prognostic model was constructed using SPECT data from AD Neuroimaging Initiative 

(ADNI-1). The proposed IFRCNN model was verified using separate information from the AIBL 

& ADNI-GO&2. Only additional new participants were employed to evaluate the ADNI-GO 

cohort [25]. All MCI patients who have had basic SPECT images and medical follow-up pieces of 

information to recover and have returned to normal cognitive function have been included in the 

current study. In the present investigation, ADNI-GO&2 and AIBL images were gathered utilizing 

3T detectors, while ADNI-1 & 1.5T scans are performed on 1.5T images. A researcher reviewed 
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the amyloid positivity status of MCI participants in the ADNI-GO&2 cohorts. Furthermore, 

amyloid-positive participants were CSF fluid A-42 levels 192 pg/mL or in the absence of 

Conclusion AV-45 cerebral aggregate impact price ratio above 1.11. 

 

3.2 SPECT scan data extraction 

T1 SPECT acquisitions were re-sampled at a spatial resolution of 1 1 1 mm3 and recorded in the 

MNI space using a refined record. Bilateral hippocampal areas are isolated from each person's T1 

images using the regional label learning methodology and 100 hippocampus atlases are obtained 

via directly connecting to the EADC-ADNI harmonized integrating technique research. Therefore, 

the segmentation labels and the hippocampal regions are extracted from the T1 images using a 3D 

delimitation box with dimensions 29x21x55. Prognostic patterns were developed by extracting 

characteristics from these seahorse data. 

3.3 IFRCNN feature extraction 

IFRCNN with residual connections has been developed for acquiring distinctive characteristics 

between AD and NC participants. The images of the left and right hippocampus were used in the 

ML method with two streams of the hippocampus, as shown in Figure 1. The mean aggregate 

layer, two convolutional layers, followed by three residual blocks, and one deep learning stream 

were all included in each stream [26]. The outcomes from the two streams are flattened and 

combined to serve as input to a linked level that would later be used to create the classification 

method as shown in Figure 2. To acquire characteristics at various sizes, maximum regrouping 

levels and rectified linear modules were used as non-linear convolution layers. 
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Figure 1: IFRCNN Architecture 
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Figure 2: Residual block on SPECT with IFRCNN proposed architecture 

The stride and kernel sizes for the maximum pooling layer were 2x2x2 and 2x2x2, respectively. 

To create an input vector of the FC used to diagnose the input data, the outcomes of the GAP levels 

are combined and a dropout function with a ratio of 0.5 was performed. After obtaining the deep 

classification method, new images could be ML characteristics of the GAP levels' output and 

utilized the duration of achieved targets. 

A SPECT-IFRCNN Cox regression analysis based on ML traits was used to generate a prognosis 

model to forecast the developing period of individuals with AD dementia. Figure 3 depicts the 

learning and evaluation processes. The learning algorithm has made it possible to optimize the 

SPECT-IFRCNN method regularization variable. The time-to-event prognosis theory predicts that 

each individual's total risk scores would rise until they develop AD dementia [27]. Given a basic 

risk function that can be computed for the learning cohort AD development probability value can 

be determined using the risk rating. 

 

Figure 3 Flowchart for general training and verification 
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ADNI-1 data was used to educate all methods, while ADNI-GO&2 & AIBL information was used 

to verify it. The researchers compared the framework provided using machine learning using 

traditional hippocampus imagery data, such as shape and texture characteristics. In particular, two 

potential models were developed, one using solely shape characteristics and the other combining 

shape and texture characteristics. Researchers examined the efficacy of the deep imaging features 

in separating AD & NC participants from other categorization methods built to traditional 

hippocampus shape and texture parameters to assess their discriminative ability. To develop 

classification techniques using traditional features, randomized forests were used. All methods 

were assessed using classification accuracy, Receiver Operating Characteristics (ROC), and AUC 

curves. To evaluate the AUC measurements measured through different methods, they used the 

Delong test. 

Category importance maps for AD were acquired for each subject to the verification cohorts and 

importance images of various subject clusters, including sMCI, AD, NC, and pMCI, were acquired 

to examine how various components of the hippocampal imaging data contributed to the 

categorization. For this visualization study, MCI participants who developed AD between 0.5 and 

3 years after their analysis are classified as pMCI and sMCI. It is important to note that in the 

analysis of time before the event, they establish pMCI and sMCI. 

The reliability of predictive models created utilizing various imaging features was assessed using 

the concordance index & time-dependent ROC curves. The C-index, in particular, gauges the 

proportion of potential subject pairings that have reached AD dementia; the forecast development 

problem was greater of the subjects quickly; and the time-dependent ROC curves availability the 

achievement of AD dementia advancement forecast at various identified moments. Since the 

development status of the AD depends on the tracking time, other time limit points could be used 

to calculate the associated ROC curves, resulting in time-dependent ROC curves. We examined 

the topic categorization outcome of the prognostic probabilities of MCI participants developing 

AD dementia. All MCI participants were divided into three categories of less, moderate, and great 

odds of AD dementia. Based on information on the actual duration of monitoring, a Kaplan-Meier 

chart was used to examine the development of each AD dementia subgroup. 

4. Results and discussions 
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The average intra-class combination coefficients for ML characteristics were 0.9500.026, and the 

mean correlations between the 3T and 1.5T scans to the 113 ADNI-1 subjects' machine learning 

characteristics were 0.9550.023 resistant to variations in magnetic field intensity.  The accuracy 

rates for the SPECT - IFRCNN to differentiate between AD and NC participants are 0.92 and 

0.900, correspondingly and AUC values are 0.956 and 0.958. In Delong's experience, the machine 

learning method has outperformed RF classifications in terms of AUC measurements. 

The average AD-like relevant image of the pMCI, AD, sMCI, and NC, categories of the ADNI-

GO&2 cohorts are shown in Figure 4. The posterior hippocampus and anterior were both 

highlighted on the significance maps of the AD participants, the anterior hippocampus was 

highlighted in the pMCI subjects, and the significance images to the sMCI and NC subjects were 

determined to be of relatively little significance. The combination coefficients to the top 50 ML 

characteristics of the highest weights in the IFRCNN classification and cognitive indicators and 

biomarkers ADNI-GO&2 cohorts are shown in Figure 5, showing a strong correlation between 

machine learning features and clinical measures. These findings showed that deep imaging 

characteristics could capture the features of cognitive tests and biomarkers associated with AD. 

 

Figure 4: The average AD significance maps for various methods 
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Figure 5: The characteristics of the proposed classification performance measures 

Table 1 summarizes the predictive performance of the prognostic model to 16 hippocampal 

imaging variables. C-index of 0.762, the SPECT - IFRCNN model performed much better than 

those constructed using traditional shape 18 and texture picture characteristics in predicting the 

development of the ADNI-GO&2 MCI participants of AD dementia. With a C-index of 0.781, the 

proposed model was performed in the conventional form by predicting the development of AIBL 

MCI participants in AD dementia. However, there were no significant statistical differences 

between estimation techniques based on shape and texture image features and depth-learning 

imaging features. Since the proposed model AUC measurements ROC curves from year 1 to year 

3 were 0.813, 0.778, and 0.75 based on ADNI-GO&2. 

Table 1: Algorithms for forecasting and achievement 

C-index  

Hippocampal imaging feature 

Measures Measures with  

imaging features 

Cohort Shape Shape & 

Texture 

SPECT-

IFRCNN 

0.849 (0.06) 0.866 

ADNI 

GO&2 

0.687 (0.007) 0.0721 (0.0270 0.766   

AIBL 0.645 (0.038) 0.773 (0.645) 0.782 
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 A c-index of 0.733 is the predictive algorithm based on IFRCNN imaging features that 

outperformed those based on traditional shape and shape & texture imaging characteristics in 

predicting the development of amyloid-positive participants to AD shown in Figure 6. In addition, 

feature-based ML exceeded prediction models built using hippocampus volumes. As shown in the 

Kaplan-Meier graphics in Figure 7, the estimated development risk of AD dementia grouped MCI 

patients of ADNI-GO&2 categories to considerable variation in the period of development to age, 

sex, education, and APOE4 status as factors. 
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Note: TP – True Positive   FP – False Positive 

Figure 6: Time-dependent designs using the proposed system 

 

Figure 7:  MCI subgroup Kaplan-Meier plots 

The ADNI-GO&2 cohorts responded much better to the estimation methodology based on medical 

measures & the projected problem of development of AD dementia than the model based solely 

on clinical parameters. When paired with demographic information, ADAS-cog13, one of the 

cognitive tests, had the best predictive accuracy, and the variation in predictive accuracy to the 

ML imaging characterized and ADAS-Cog13 are no statistical significance. Incorporated into all 
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cognitive measurements, deep learning imaging functions are similar to evaluations A and 2 

APOE4. 

5. Observations 

The hippocampus SPECT information from this investigation proposed an IFRCNN paradigm for 

the early prognosis of AD dementia. We developed a time-to-event prognostic method using 

characteristics to forecast the development of AD dementia in MCI participants from the ADNI-

GO&2 & AIBL cohorts. Researchers showed that the ML evaluation method is performing 

effectively in forecasting the development of MCI participants to AD dementia as well as 

distinguishing subsets of subjects with various progression characteristics. 

Proposed methods were studied in the prediction of AD dementia. Under a predetermined cut-off 

criterion, training data for these surveys had to be dichotomized into progressive and stable MCIs 

to predict the development of MCIs. Consequently, the accuracy of their projections was based on 

their limitations. The researcher developed a prognosis model in a time-to-event analysis 

environment instead of framing early prediction of the development of AD dementia MCI 

participants as a binary classification problem. Traditional ROC curves, or time ROC curves, may 

also be used to review our forecast results. On the other hand, as should be seen in Fig. 7, the 

calculated risk could also help classify MCI participants to identify those who are more likely to 

develop AD dementia. 

In addition, the substantial heterogeneity of the AD continuum makes it difficult for pMCI and 

sMCI in the method context. These manually created measures have only a low ability to 

discriminate, particularly when applied to more difficult prognostic tasks. As the deep imaging 

features distinguished AD & NC subjects in the AIBL and ADNI-GO&2 cohorts from the 

traditional shape and texture characteristics, this suggests that the ML techniques are selective and 

could be used to classify hippocampus differences associated with AD dementia. It also 

demonstrated great adaptation skills throughout several cohorts. 

The anterior and posterior hippocampus were both highlighted on the significance maps of the AD 

and pMCI participants, respectively, while the image of the NC and sMCI subjects exhibited just 

marginal importance. The findings largely agree with the traits of MCI and AD sufferers as stated 

in earlier studies. Since CNN's were designed to learn exclusionary imaging features, indicating 
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the development of detecting attributes from moderate frequency evaluation to high-level intricate 

designs, for good separating AD from NC.  

Different mathematical performance measures demonstrated that deep imaging characteristics are 

better than traditional shape and texture characteristics in predicting the development of AD-MCI 

participants over different cohorts. For participants who achieved positive amyloid outcomes, the 

deep learning prediction model also surpassed the alternative prediction model based on traditional 

imaging criteria. AUC values for MCI A positive participants were lower than for all MCI subjects, 

as shown in Figure 6. The testing data sets' differences caused this discrepancy in AUC values, 

and regardless of how the AUC values were calculated, the danger scores of the particular Positive 

MCI participants remained the same. Since AUC scores are synthesized to evaluate specific test 

data sources, evaluations in terms of AUC scores should be the same dataset. Measurements of 

neurodegeneration in the hippocampus could be greater predictive power than amyloid status 

alone, while the former assessment would be connected to disease development. In this 

investigation, 1.5T and 3T scanners were used to acquire formation imaging data and test imaging 

data, respectively. The deep learning characteristics of the same ADNI 1 participants' 1.5 and 3T 

scans showed strong correlation and excellent similarity to projected error ratings, indicating that 

ML characteristics are resistant to variations. As a result, it is slightly impacted by the variations 

in the magnetic fields of the scanners to the learning and evaluating sets of information. The 

researchers speculate that normalizing the intensity of the image applied in our work could reduce 

the variation induced by the intensity of the scanner's magnetic field. 

Table 2: Comparison of existing system with proposed system 

Performance 

Measures 

CNN RNN Fast RNN SPECT-

IFRCNN 

Accuracy 0.88 0.90 0.92 0.98 

Sensitivity 0.78 0.84 0.72 0.70 

Specificity 0.85 0.75 0.71 0.69 

Recall 0.82 0.85 0.92 0.96 
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Figure 8: Comparison of existing and proposed work 

The comparison of existing systems with proposed system based on performance measures were 

shown in Figure 8 and Table 2. ML method could be used to evaluate the likelihood of AD progress 

in persons whose SPECT scans were obtained using the ADNI imaging procedure. The presented 

forecasting designer's entire process was computerized. As only a box encompassing the seahorse 

was needed, it is not sensitive to the segmentation of the seahorse. Once the formed model is 

obtained, the ML functionality extraction and development are efficient on the contemporary GPU 

& CPU. In particular, computing ML features for a person roughly 0.011 seconds on a GPU or 

0.463 seconds on a CPU, and getting a prognostic result on a CPU takes 0.1 milliseconds. Once 

they are containerized using Docker, This comprehensive learning software is compatible with 

cloud technology and all other devices. 

6. Conclusions 

The method presented here provides a simple and rapid way for a doctor to categorize MCI 

individuals according to their prognosis of progression over a specific period. Families could be 

dramatically affected and the benefit of not requiring an intrusive procedure like lumbar puncture 

and affordable than amyloidal PET. This strategy may eliminate the necessity for some tests in the 

clinical context given that predictive performance is comparable to forecast using Aβ measures. 

Given that intelligence would be a critical element of dementia AD and that employing imaging 

0

0.2

0.4

0.6

0.8

1

1.2

CNN RNN Fast RNN SPECT-IFRCNN

Accuracy

Sensitivity

Specificity

Recall



Eur. Chem. Bull. 2023, 12(Issue 8),4727-4745 4742 

Prediction of Alzheimer's Disease Earlier Stage using SPECT - Improved Recurrent Convolutional Neural Network 

 

 
 

measurements in this type of prediction would be circular. The proposed hybrid SPECT - IFRCNN 

cognitive measures performed better than the imaging assessments at forecasting the course of AD 

dementia.  
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