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ABSTRACT: 

Hate speech on social media may spread quickly through online users and subsequently, may 

even escalate into local vile violence and heinous crimes. This paper proposes a hate speech 

detection model by means of machine learning and text mining feature extraction techniques. In 

this study, the authors collected the hate speech of English-Odia code mixed data from a Face 

book public page and manually organized them into three classes. In order to build binary and 

ternary datasets, the data are further converted into binary classes. The modeling of hate speech 

employs the combination of a machine learning algorithm and features extraction. Support vector 

machine (SVM), naïve Bayes (NB) and random forest (RF) models were trained using the whole 

dataset, with the extracted feature based on word unigram, bigram, trigram, combined n-grams, 

term frequency-inverse document frequency (TF-IDF), combined n-grams weighted by TF-IDF 

and word2vec for both the datasets. Using the two datasets, we developed two kinds of models 

with each feature—binary models and ternary models. 
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1. INTRODUCTION 

Social media is changing the face of communication and culture of societies around the world 

[1]. Numbers of social media users in India have grown substantially in recent years, despite the 

low quality of internet services and the occasional interruptions or blocking of social media sites 

in the country. Multifarious populations in the country have been using online social media to 

communicate, express opinions, engage with friends, and share information [2,3,4]. However, 

the anonymity and mobility of online social media enable the netizens behind the screen to easily 

spread hateful content [5,6]. There are now 4.48 billion social media users around the world, 

which is equal to almost 57 percent of the world’s total population. 
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Figure 1: Number of active users on social media around the world. 

 

Social media has lot of advantages & disadvantages like it helps in sharing messages, posts, 

text, video with our friends and family and with the world but it also has some serious dis -

advantage like hate speech. As social media is free platform with not much control over 

content shared by others. Social media sites are the primary media for perpetrating hate 

speeches nowadays [3]. Even some political and racist organisations have exploited social 

media platforms to propagate toxic contact such as hate speeches to spread anger or fear 

among some societies and can may trigger violence and raise public safety concerns [4].  

 

2. RELATED WORK 

This section presents a comprehensive review of the general techniques, methods, and results of 

existing research about automatic hate speech detection on social media. Mossie and Wang [22] 

investigated hate speech detection for the Amharic language. They created a dataset of 6120 

instances of Amharic posts from Facebook, and classified the speech as “hate” and “not hate” 

using word2vec and term frequency-inverse document frequency (TF-IDF) feature extraction. 

They used the machine learning classifier algorithms, naïve Bayes (NB) and random forest (RF), 

to detect the features of “hate” and “not hate” speech. The NB model achieved 73.02% and 

79.83% accuracy, while the RF model achieved 63.55 and 65.34% accuracy, respectively, for 

both of the features. The authors conclude that the result is promising for computing a large 

volume of data for a social network. Ibrohim et al. [23] studied hate speech for the Indonesian 

language on social media. The authors collected tweets and created a binary class dataset 

comprising HS and Non-HS (NHS), and classified them using a different combination of feature 

and machine learning classifier algorithms, which included a BOW model, word n-gram, 

character n-gram and negative sentiment with NB, support vector machine (SVM), beacon-less 

routing (BLR), and random forest decision tree (RFDT). They achieved a 93.5% F-measure; the 

best performance with the combination of word n-gram with RFDT than other combined models. 

For the problem of differentiating hate from offensive speech, Davidson et al. [24] studied the 

characterization of hate for other instances of speech, like offensive speech, for automatic hate 

speech detection using 33,458 English tweets. They used hate speech lexicon from hatebase.org 

to label the hate speech dataset into three categories: hate, offensive, and neither. The authors 

then employed bigram, unigram, and trigram features with TF-IDF, and used part-of-speech, 

sentiment lexicon for social media. Logistic regression with Linear SVM yielded an overall 

precision of 0.91, recall of 0.90 and F1 score of 0.90. They concluded that high accuracy 

detection can be achieved by differentiating between these two classes of speech. Gambäck et al. 
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[25] presented a deep-learning-based hate speech text classification system for Twitter. They 

used a dataset prepared by Benikova et al. [26], which was comprised of four categories: racism, 

sexism, both (racism and sexism), and NHS. They used four features for embedding, namely 

word2vector, random vector, character n-grams, and word vectors, combined with the deep 

learning of convolutional neural network (CNN). The model that was based on word2vec 

embedding turned out to be the best, with a 78.3% F-score. 

 

Del Vigna et al. [27] studied an Italian online hate campaign on social network sites using the 

textual content of comments that appeared on a public Italian Facebook page as a source. The 

datasets are labeled as no hate, weak hate, and strong hate, and by merging weak and strong hate 

together as hate, they formed the second dataset. By leveraging morpho-syntactical features, 

sentiment polarity and word embedding lexicons, the authors designed and implemented two 

classifier algorithms for the Italian language: one is the traditional machine learning algorithm 

named SVM and the other is the deep learning recurrent neural network (RNN) named the long 

short-term memory (LSTM) algorithm. By conducting two different experiments with both 

datasets, in at least 70% of cases the annotator agreed on the class of the data. SVM and LSTM 

achieved an F-score of 80% and 79% for binary classification and 64% and 60% for ternary 

classification, respectively. Another study on Italian tweets-TWITA was reported by Florio et al. 

[6]. They used SVM and AIBERTo, the Italian BERT language model, and revealed the 

importance of the time difference between training and test data, because this will impact the 

performance of both the SVM and AIBERTo models. Another development pertaining to Italian 

tweets is the creation of a lexicon of hate words, known as Hurtlex, which can be used as a 

resource to identify hate speech 

 
 

3 ADVANTAGES OF SOCIAL MEDIA: 

 

1. Communication: Social media networks are the fastest means of communication as 

messages are sent and received almost instantaneously [41]. 

2. Connectivity: This is one of the important advantage of social media i.e. connectivity. 

Any number of users can connect from any place at any time with the use of internet 

only. Through social media, the information like images, text or video can be shared 

across the world, and building relationships with each other also become easy. Social 

media provides a feeling of closeness between friends and family. 

3. Education: Social media is not only helpful in making relations only but also has been 

proved beneficial in the field of education. In this time of pandemic social media makes 

learning easier by connecting educators and experts all over the world with the learners. 

Any user can start discussion on it which helps in improving skills by enhancing 

knowledge and creativity.  

4. Information and Updates: Social media also remains helpful in keeping yourself up to 

date, earlier people depends upon newspaper, magazines, TV for information but now 

these mediums of information too depend upon social media. you could keep yourself 

updated with the information about any happenings in the world or in someone’s life. 

Social media helps you to provide correct information by showing the true picture of 

contents and resources. It helps in showcasing the real-world globally [2]. 

5. Awareness: Social media also helps in creating and spreading awareness in the minds of 

people. For example, you are organising any social activity and wants to spread among 
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other people of your specific area only or with the people who are interests in social 

activates then social media is best for you 

6. Share Anything with Others: Social media sites are the best platform to post anything 

you want to like a lyrics of song, a video, a poem, a creation, a recipe, a painting, and 

much more. It not only provides happiness amount creators but also provide a platform to 

showcase your hidden talent. In recent times, a lot of people from small areas, poor artists 

become famous by posting their songs or dance on social media [5]. 

7. Noble Cause: Social media is not only for entertainment but it can be useful for noble 

deeds also. For example, many NGO’s or patients suffering from diseases like cancer or 

thalassemia and are in need of funds to cure it, they contact people on social media for 

the same. It is the easiest and quickest to promote a noble cause. Not only for funds but 

jobs also can be applied through the social media. 

8. Mental Health: In today’s time when everyone has hectic and tight schedules at that 

point of timesocial media also acts as a great stress buster or mental health reliever by 

connecting to various people across the world and building positive relationships with 

them. Some people have created special group/ pages and communities for this purpose 

only they help you to fight with stress issues, depression, and isolation. It can build 

healthy relations with people by generating positive vibes and a happier mood.  

9. Companies: Social media is not only good for people but its also best for companies to 

share their products, offers with their any number users & links of them. The ability to 

reach large audiences is huge advantage of social media. It opens the door for any 

business to find more business [1]. 

10. Free: This is one of the biggest advantage of social media that it is entirely free to join. 

Most of the large social media platforms are offering free membership with most of the 

features too are free and for few features they are charging some amount also. 
 

3.1 DIS-ADVANTAGES OF SOCIAL MEDIA SITES: 

1. Affects Social-Emotional Connection: Social media also has some dis-advantages like it 

become a hindrance in the way of social-emotional connection like in earlier times at the 

time of special days like birthday, anniversary, promotion we use to call people and 

congratulate them but now days everything has been limited to textual content through 

social media, which results in a lack of personal feelings and connections [1]. 

2. Thinking ability: As we all knows that social media has decreased real-time face-to-face 

conversations with our friends and family. We now days relying on text messages by 

simply typing a text or most of the time we copy and paste from Goole or other search 

engines. We can say that Internet users are not quick-witted; they take time to think and 

then reply.  

3. Present Physically Not Mentally: Earlier all family sit together, play, eat and laugh 

together but now when family sits together but still everyone was busy on their mobile 

phones only. People recommend to stay connected with their virtual friends beside 

physical friends. For people it matters most that how much likes are coming on FB post 

or on Instagram post besides what family saying.It is one of the major reasons behind 

health issues like depression, stress, and anxiety because we are somewhere missing 

those real-time friends and interactions with them, which we earlier used to have. 

4. Cyberbullying: At the beginning pf the 20th century, cyberbullying was not treated 

seriously when social media was still in it infancy [5]. In 2017, 41% of the US citizens 

personally encountered online harassment. In current scenario this, most of the social 
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media users, especially children, have become victims of cyberbullying as it is very easy 

nowadays we have see thatcreating fake accounts and fake profiles and threaten the other 

person or asking for money is becoming very normal. Cyberbullying can result into even 

suicides, depression issues, etc. Social media sites are filled full of fake news and hatred 

rumours, which has caused an unhealthy environment in society and the country. 

5. Addiction: This is one the main challenge for parents and individuals that persons 

specially youth becoming addict to Social media. Most of the social media users spending 

their whole day and even nightson browsing social media sites. This addiction has ruined 

their lives leading to serious issues. Use of everything beyond the limit results into 

wasting their productive time and energy both[1]. 

6. Social Media data control Issues: Social media provides information, shares things with 

others but sometimes, privacy also got compromised on it. Most people used social media 

and daily updating their details like phone number, address, work location, and other 

information of their personal life.  Teenagers girls or boys share their photos over their 

and some mischievous persons use those photos with wrong headings or edit that photos 

to make them feel insulted. Boys stole passwords of girls from their accounts. One of the 

most common and security issues found on using social media platforms is stolen the 

account’s password. Anyone can create account on anyone name and post their pictures 

also [2]. 

7. Hate Speech: On social media sites people posting comments or sharing posts to hurt the 

other persons or religion. The unwanted trolls, images, comments, videos on another 

person’s life or on religion or on gender makes viewers uncomfortable.Sometime this 

type of hate speech results into disastrous like riots, suicides, war etc. 

 
 

4 ABOUT HATE SPEECH 
Hate speech is not a new term for the world. However social media have begun playing larger 

role in hate crimes. A lot of researchers found that the persons involved in hate related terror 

attacks had an extensive social media history of hate related posts. In some cases, social media 

can play more direct role in hate crime for instance video footage from the suspect of the 2019 

terror attack in Christchurch, New Zealand, was broadcast live on Facebook [6].  

 
Figure 2: Increase in Hate speech on social media from 2013-19 
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Hate speech has an adverse effect on the mental health of persons and directly on society. 

Twitter have seen about 900% increase in hate speech during COVID-19 pandemic. YouTube 

reported about 500 Million hate comments from June 2019 to September 2019 [7]. 

 

According to a survey, 47.3% of students have been a victim of hate speech in Asian countries. 

Victim report anxiety, depression, fear, self-harming and mental health issues as after-effects. 

Cyberbullying stats 2020 shows that 42% of online harassment happens on Instagram which has 

over a billion active users. Facebook and snapchat follows closely, with 39% and 31% 

respectively. Stats have shown that Cyberbullying victims are 2.9 times more likely to commit 

suicide [8]. 

 

In the European (EU), 80% of people have encountered hate speech online and 40% of felt 

attacked or threatened via social media sites [9]. These hateful posts and comments not only 

effect the society at a micro scale but also at a global stage by influencing people’s views 

regarding important events like elections and protests [18]. 

 
 

4.1 HATE SPEECH DEFINITION 

Hate speech doesn’t have any universal definition or you can say that all are not agreed upon one 

definition of hate speech as the line between hate speech and appropriate free expression is very 

thin, making some wary to give hate speech a precise definition [6].A common definition of hate 

speech is communication towards a specific person or group with aggressive content based on 

some characteristics such as gender, race, ethnicity, sexual orientation, religion, color or 

nationality [10]. Each platform like American Bar Association, Facebook, Twitter and others 

have their own definitions. Few definitions I am going to mentioned below: 

A. Encyclopaedia of the American Constitution: “Hate speech is speech that attacks a 

person or group on the basis of attributes such as race, religion, ethnic origin, national 

origin, sex, dis-ability, sexual orientation or gender identity” [11].  

B. Facebook: “We define hate speech as direct attack on people based on what we call 

protected characteristics – race, Ethnicity, national origin, religious affiliation, sexual 

orientation, caste, sex, gender, gender identity and serious disease or disability. We also 

provide some protection for immigration status. We define attach as violent or 

dehumanizing speech, statements of inferiority or calls for exclusion or segregation” [12]. 

C. Twitter: “Hateful conduct: You may not promote violence against or directly attack or 

threaten other people on the basis of race, ethnicity, national origin, sexual orientation, 

gender, gender identity, religious affiliation, age, disability, or serious disease” [13]. 

D. Davidson et al.: “Language that is used to express hatred towards a targeted group or is 

intended to be a derogatory, to humiliate, or to insult the member of the group” [14]. 

E. YouTube: “Hate speech refers to content that promotes violence or hatred against 

individuals or groups based on certain attributes, such as race or ethnic origin, religion, 

disability, gender, age, veteran status and sexual orientation/ gender identity. There is fine 

line between what is and what is not considered to be hate speech. For instance, it is 

generally okay to criticize a nation-state, but not okay to post malicious hateful comments 

about a group of people solely based on their ethnicity” [17]. 
 

 

4.2 STEPS TO STOP HATE SPEECH 
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The problem of hate speech getting increased popularity, therefore many initiatives are 

also taken at Government levels e.g.: The Council of Europe executed the movement of 

No Hate Speech, Legislation has also been made to eliminate its proliferation, names EU 

Hate speech code of conduct [33]. The Indian Government has already introduced law 

that expands the anti-terrorism law to encompass cyberspace in order to prohibit the 

dissemination of any terrorizing of obscene information [34]. The German federal 

Government has introduced the Act to Improve Enforcement of the Law in Social 

Networks (Network enforcement Act) in 2017 [35]. 

However, policies or compliance rules are difficult to enforce, if hate speech cannot be 

detected efficiently. 

 
Figure 3: Percentage of Hate speech flagged by users on Facebook 
 

Earlier manual process was adopted to detect hate speech on social media platforms [36]. 

They hire persons at positions like Community managers are thus in charge of 

moderating user contributions, by employing various strategies for supervising, 

controlling, and enabling content submission. When pre-moderation is followed, high 

security is achieved. However, this method requires a lot of effort, finance and time 

resources. On the other hand, post moderation policies lead to a simpler and more open 

approach but lower the quality [37]. 

To save human resources and time, a lot of automatic hate speech detection algorithms 

are available in the field using machine language but they have their own issues. As the 

language use one the web is in a different text style as compared to the day-to-day 

speech [38]. Another problem with machine learning programs are like some 

communities tend to use benign words or phrases that have accepted hate speech 

meaning within their community and specific social context of usage [39]. In simple 

words, meaning of one word for two communities can be differ. 

 

4.3 DEEP LEARNING 
Today, automatic hate speech detection is often based on machine learning approaches. 

However, while, deep learning models achieve a high performance [35]. Deep learning is the 

part of machine learning which depends entirely on deep artificial neural networks that learn and 

identify patterns by mimicking the event in layers of neurons. There are two perspectives in 

Deep learning. First, the right representation of data. Secondly, the depth of the neural networks 

is an important factor since the greater depth will give more effective power, because the 

complicated tasks will be broken into a series of layers [40]. 
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4.3.1 DEEP LEARNING MODELS: 

Deep learning techniques can learn automatically from the data following a supervised strategy. 

Labelled training data need to be provided as an input. These models are competent to 

understand and analyze text using deep artificial lneural networks with multiple stacked layers 

[42]. However, two of the most popular examples of deep artificial neural networks are: 

CNN: Convolutional Neural Networks. 

RNN: Recurrent Neural Networks. 

CNNisconsideredasaneffectivenetworkforextract-ingfeaturesfromthedata.Ontheotherhand,RNNis 

more suitable for modeling orderly sequence tasks [40].In this research, we are going to 

experiment the effectiveness of using different deep learning settings using RNN alone and using 

a combination of RNN and CNN. We assume that combining the two architectures will show a 

better performance as they will be able capture more hate-speech patterns. However, RNN is a 

family of different architectures with different gating mechanisms ,which includes the following: 

• LTSM(Long Short-TermMemorynetwork)—which is capableoflearninglong-

termdependenciesbetween wordsbyrememberingwordsforlongperiodoftime. 

• GRU(GatedRecurrentUnit)—whichisavariantof 

LTSMbutGRUissimplerandfasterinthetraining 

process,wheretheLTSMismorepowerfulandcomplex thanGRU. 

Wecanhavedifferentsettingsofourdeepneuralnet-

worksarchitecturebyadjustingthelayersofneuralnet-works andfine tuningtheparameters 

untilthey satisfy our Arabichate-speechproblem.Threemainsettingsofdeep 

neuralnetworkswillbeexperimented: 

• LTSMmodel. 

• EnsemblemodelofLTSMandlayerofCNN.  

• GRU model. 

• EnsemblemodelofGRU andalayerofCNN. 

Inordertobuildandexperimentthese4models,we 

aregoingtouseKeras,whichisadeeplearninglibraryin PythonthatworksontopofTensorFlow. 
 
 

5. PROPOSED RESEARCH METHODOLOGY 
A term “Research Methodology” is something every researcher around the world must have 

worked upon to get the true understanding of the procedures and protocols through which his / 

her research will pass. In general terms, Research means search of knowledge, knowing the 

known in a more scientific and organized manner. Redman and Mory defines research as a 

“systematized effort to gain new knowledge.” The Advanced Learner’s Dictionary of Current 

English says that research is “a careful investigation or inquiry especially through search for new 

facts in any branch of knowledge.” Research is, for the purpose of advancement a novel 

contribution to the existing reserve of knowledge. It is search for knowledge via goal oriented 

objective, systematic & scientific methods of finding solution or a new dimension to a subject. 

The main purpose of research is to explore the unknown dimensions, the unknown facts about 

the subject. 
 

5.1 NEED AND SIGNIFICANCE OF THE STUDY 
When we talk about hate speech detection on social media, then we can see a lot of work has 

already been done but as per the research all work is not able to provide even 90% successful 

results whether using machine learning or manual work or using deep learning existing 
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techniques [42]. Hate speech is a complicated & multi-faceted concept that has been difficult to 

understand, by both human beings and computer systems [3]. 
 

5.2 OBJECTIVES OF THE STUDY 
• To study the existing deep learning techniques for auto detection of hate speech & 

record the results 

• To propose a new deep learning framework for auto detection of hate speech on social 

media. 

• To categorize detected hate speech using proposed deep learning framework.  

• To compare the results of proposed deep learning framework with the results of existing 

deep learning techniques 
 

5.3 METHODOLOGY 
My approach is to use deep neural network to identify and classify hate speech into different 

subclasses. Methodology divides into five stages. 

1. Sample data will be collected from different sources like API’s provided by different 

social media sites and data available on websites. 

2. Clean the data from errors and noise, normalized, duplicates were removed 

3. Study existing frameworks and their functionality, test available data on them and record 

their results. 

4. Develop framework for auto detection of hate speech. 

5. Test framework on available date and compare results with earlier available results. 
 

6. CONCLUSION: 

 
All social media is filled with hate speech and increasing day by day. Hate speech on social 

media has increases many times in recent years. This increase has encouraged researches to work 

on automated techniques to detect and categorize hate speech. This paper addresses the hate 

speech detection problem with three tasks: First classification of content into (Hate or normal), 

second, categorization of content into (Hate, abusive or normal), and lastly, multi-class 

categorization of content into (Racism, Religious, color, gender). We have collected data from 

internet and other social media sites for testing purpose. In the future, we will continue 

increasing the size of data for testing purpose. We also plan to research more and more on deep 

learning models. Finally, we will research more on targets and sources of hate speech, for 

instance, researching on the gender, the color, or the country. 
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