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Abstract  

The technology of data mining has been at the forefront of medical research. Not only has it 

achieved remarkable results in assessing patients' risks, but it has also been used in numerous 

models to make clinical decisions and predict diseases. Using various data mining models, 

raw data can be transformed into useful information that can be analyzed logically and 

scientifically to produce accurate predictions and decisions. The selection of features that are 

more important than others presents a challenge when it comes to disease prediction. To 

improve the prediction's accuracy, subset feature selection is carried out. The study compared 

various classification models to select the most important features. Correctness is checked by 

extracting, loading, transforming, and analyzing the data. Based on the results, the Multi-

Layer-Perceptron (MLP) neural network, Support Vector Machine (SVM), random forest, 

Particle Swarm Optimization (PSO-SVM), and Bayesian network are compared to other data 

mining models. In order to increase models' correctness and accuracy, they are cross-

validated using both 10 fold and 5 fold methods. Exactness is assessed at 86.26%, 66.06%, 

75.15, 78.11% and 94.62 % for irregular woodland, Bayesian organization, SVM, MLP-brain 

organization and PSO-SVM. As indicated by referenced processed rules most elevated 

precision for anticipating liver cirrhosis sickness is anticipated by half and half PSO-SVM. 

Keywords: Data Mining, Liver Cirrhosis, Prediction, Support Vector Machine. 

1. Introduction 

In this day and age, liver illnesses are quite possibly of the quickest developing sickness; In 

point of fact, they now rank eleventh among the leading causes of death [1]. Liver diseases 

account for the deaths of 1.1 million people annually [2]. The quantity of individuals with 

liver cirrhosis expanded from 71 million out of 1990 to 122 million in 2017 [3]. Some of the 

circumstances that can result in liver cirrhosis comprise non-alcoholic steatohepatitis 

(NASH), alcohol-related liver disease, and chronic hepatitis B and C virus (HCV) infections 

[4]. Over the past ten years, the prevalence of NASH has significantly increased, while the 

prevalence of the other causes has decreased. There has been an evaluation that non-alcoholic 

oily liver disorder (NAFLD) will augment from 25% [5] to 33.5% by 2030[6]. In patients 

with liver cirrhosis, vitamin D deficiency typically ranges from 60% to 96%, rising to 96% in 

patients undergoing liver transplantation [7]. Additionally, patients with cirrhosis have thin 

bones. A concentrate on 76 men who drank 216 grams or more each day for over 24 years 

viewed that as 30% of them had vertebral fractures [8]. 
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The overwhelming majority preinvasive liver cancers occur through hepatocellular carcinoma 

(HCC), the second-leading cause of cancer-related death in the world [9, 10]. 24,500 passings 

a year are believed to be brought about by HCC, as per reports [11]. It has been laid out that 

cirrhosis is the most widely recognized type of hepatocellular carcinoma, and the yearly 

gamble of HCC advancement is 3 to 8 percent in cirrhosis brought about by HBV and 1 to 7 

percent in cirrhosis brought about by HCV [12, 13]. The most common way to stage and 

diagnose liver cirrhosis is with a liver biopsy. The liver biopsy is more susceptible to 

sampling error[14] because the specimen is so small. Moreover, interior draining and torment 

might happen. Some fundamental imaging findings of liver cirrhosis have been developed, 

including ultrasonography (US), registered tomography (CT), and attractive reverberation 

imaging (MRI) [15] in order to locate morphological changes earlier. In patients with 

persistent hepatitis, ultrasound is one of the most cost-effective and secure imaging 

techniques used to determine whether annual or semiannual testing is necessary [16]. The 

most delicate analytic device for assessing hepatic morphological change is CT [17]. An 

excellent evaluation of organ morphology, physiology, and function is made possible by the 

excellent contrast provided by MRI for the high-resolution image [18]. The CT filter image 

of both the cirrhotic and typical liver is depicted in Figure 1. It is particularly evident that 

cirrhotic liver has some surface nodularities while normal liver has a smooth surface with 

almost no nodules [19]. In individuals with grave cirrhosis, fibrotic septa emerge as hypo- 

and hyperintense reticulations on T1 and T2 weighted MRIs [21]. Numerous regenerating 

nodules and fibrotic scars created by hepatocytes are what produce the nodularity that has 

been noticed on the surface of the liver [20]. One of the morphologic CT manifestations of 

cirrhosis is the modified caudate right lobe ratio, and cross-sectional scans can be used to 

assess the prognosis [22]. 

Additional physical characteristics include the right back hepatic indent sign and the extended 

gallbladder fossa indication [23]. The most critical factor in the development of ascites is 

splanchnic vasodilatation, which results in a decrease in the volume of arterial blood [24]. 

Cirrhosis increases hepatic resistance through the formation of collateral veins and blood 

shunts, which increases portal flow and pressure [25]. Repaid cirrhosis patients had the 

option to live for around 10 to 12 years, making it very dangerous to perform liver transfers 

on them [26]. At five years after the liver transplant, the endurance rate rises to 75% [27]. 

To get a more exhaustive viewpoint on the assessment of cutting edge persistent liver 

illnesses, organizing of fibrosis and cirrhosis is required[28]. Histologic characteristics used 

to stage fibrosis include ECM deposits, changes in lobular architecture, and their location 

within the liver lobule. A semi-quantitative scoring system is created by combining these 

attributes, as shown in Table 1 [29]. The staging is performed employing a linear numerical 

scale with values that vary from 0 (showing no fibrosis) to 4-6 (indicating cirrhosis). The 

scoring system shows that the Ishak framework, which classifies cirrhosis into discrete and 

fragmented forms, is more distinct for late-stage fibrosis, resulting in a level of exactness that 

impacts the factor of repeatability and observer variability[30]. 

 

The following is a description of the proposed work's primary contributions: 

1. to propose a framework for the hybrid metaheuristic-inspired detection of liver cirrhosis. 

Comparing the proposed framework's performance to that of other cutting-edge methods. 
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The following is the structure of the remaining section of the paper: The related works are 

demonstrated in Section 2. In Section 3, the proposed method is explained. In area 4 

execution model is assessed and examined. Area 5 addresses the aftereffects of the 

investigation. The conclusion is presented in section 6 at the end. 

 
Fig.1 CT scan image of Cirrhotic liver and Normal liver[59]. 

Table1. Staging of Liver hepatitis to detect condition of liver. 

EVALUATION 

SYSTEM 
SHEUER 

BATTS AND 

LUDWIG 
METAVIR ISHAK) 

Levels 0 Negative   Na  clear fibrosis Not at all 

Region 1 upgraded PT Acute fibrosis 

portal 

segmental 

fibrosis 

Several PT have 

portal fissures that 

may or might not 

feature short septa. 

Stage 2 Portal septa 
A periportal 

fibrosis 

atypical septa 

and portal 

fibrosis 

Short septa, with or 

without, are 

involved in the 

majority of PT portal 

fibrosis cases. 

Level 3 

Fibrosis 

having the 

distorsion of 

architecture 

Decay in 

architecture 

with septal 

fiboris 

A large 

number of 

septa with no 

cirrhosis 

symptoms 

PT majority of portal 

fibrosis 

Level IV 

Cirrhosis 

(possible or 

certain) 

Enhanced 

stage of 

Cirrhosis  

Severe 

Problem of 

Cirrhosis  

Most PT have portal 

fibrosis with 

significant bridging. 

Stage 5 na no nil Cirrhosis 

2. Existing Work 

Choi and co. [31] used CT blood vessel portography imaging procedures to find the hepatic 

nodular sores, supported the location of HCCs, and essentially worked on the injuries' 

guesses. R. Vivanti and others [32] concluded the divisions of new tumors in longitudinal 
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liver CT survey and liver developments which have inconvenience estimation using overall 

convolutional cerebrum network classifier. Ben and colleagues [33] used a three-overlap 

cross-approval CT technique to assign the location of liver division and liver metastases 

using the fully convolution network (FCN). 

Christ and others [34] describe a method for subsequently dividing liver and injury CT 

images using flowed completely convolutional brain networks (CFCNs) and thick 3d 

restrictive irregular Fields (crfs) with quantitative biomarkers for precise clinical 

determination and PC-aided emotional supportive network selection. Wen and others [35] 

divided the liver sore from CT pictures utilizing a robotized strategy in light of convolutinal 

brain organizations and classifiers prepared with handmade highlights that hold mean, 

change, and context oriented highlights. Ben and colleagues [36] provided decision support 

for the classification of liver metastases into primary cancer sites using the LOOCV 

classification and top-n-accuracy (i.e., classes with top n probabilities). 

Liu and co. [37] purposes a PC helped cirrhosis finding structure to investigate cirrhosis 

spread out ultrasound pictures and tuned on significant convolutional mind network model 

and are ready on help vector machine(SVM) classifier. Extreme learning machine (ELM) and 

the standard support vector machine (SVM) protocols that are particular to liver tissue are 

discussed by Mainak et al. [38], along with the cross-validation standards for deep learning 

that make use of a 22-layered neural network. 

A deep learning approach that makes use of a stacked sparse auto-encoder to represent 

features was discussed by Hassan and colleagues [39]. This strategy depends on the 

innovation of profound learning. The stacked sparse auto-encoder is trained in this manner 

through unsupervised training. Guo and others By choosing CEUS pictures from the blood 

vessel stage, venous stage, and late stage, 40] fostered a man-made brainpower strategy of 

two-stage multi-view learning foundation for contrast-improved ultrasound (CEUS) based PC 

helped finding of liver cancers and following liver cirrhosis. 

Felix and co [41] provided a completely automated method using a modified vessel 

connectivity analysis technique for abstracting and securing hepatic vascular graphs directly 

from the output of the segmentation model. To develop and validate the dense feature fusion 

neural network (DFuNN) for automatically admitting separate MRI sequences and phases, 

the sensitivity, specificity, accuracy, and area under the receiver-under-the-characteristic 

curve were calculated using the procedure defined by Shu-Hui and colleagues [42]. 

Aaron and co. [43] proposed using clinical patient data and attractive resonance (MR) 

imaging to create a man-made reasoning design in the hope of beneficial transarterial 

chemoembolization outcomes through the use of AI strategies. Merve et al. [44] used CT 

scans to examine the psoas muscle region at the degree of mid-3 lumbar vertebra to 

investigate the thickness of sarcopenia in cirrhotic patients, its correlation with standard 

prognostic scores, and their associations with mortality. 

 

3. Material Used 

The dataset for this study came from the repository at the University of California, Irvine 

(UCI). The data sets included 583 individuals, 416 of whom were liver patients and 167 who 

were not liver patients. Orientation, age, complete bilirubin, direct bilirubin, soluble 
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phosphate, absolute proteins, alamine aminotransferase, aspartate aminotransphirase, and yes 

or no names are among the 11 elements in the dataset. 

The extract from the dataset description is shown in Table 2.The extract of a dataset 

desciption is shown in Table 2. 

Table 2. Description of labels in given dataset. 

ATTRIBUTE DESCRIPTION 

Gender Male or Female 

Age Age of Person 

Total bilirubin 
A blood test is carried out to determine the bilirubin level. The purpose 

of this test is to determine your liver's functionality. 

Directbilirubin 
The liver converts bilirubin into an easily eliminated form. This is 

known as conjugated bilirubin or direct bilirubin. 

Alkaline phosphate 

The percentage of alkaline phosphatase (ALP) in your blood is assessed 

by an ALP test. An enzyme called ALP is often found throughout your 

body. 

Aminotransferase 

Aminotransferases, also known as transaminases, are a class of enzymes 

that catalyze the interconversion of oxoacids and amino acids by 

transferring amino groups. 

Aspartate 

aminotransphirase 

You can find the enzyme aspartate aminotransferase (AST) in many 

different tissues in your body. A compound is a protein that helps your 

body work by triggering synthetic responses. 

Total proteins 
The total protein test analyses the total quantity of two distinct types of 

proteins in the fluid that compose your blood. 

Albumin Albumin is a protein made by the liver 

Albumin glogulin ratio The ratio test counts all the proteins in your blood. 

Yes or not Person is having liver disease or not. 

Another dataset of liver cancer divisions comes from LiTS - the Liver Growth Division 

Challenge (LiTS17), which was coordinated in connection with ISBI 2017 and MICCAI 

2017. 130 liver segmentation NII-format CT scans are included. As depicted in Figure2, the 

NII format is converted into the PNG format for further preprocessing in order to enhance the 

sharpness and contrast of the images. 

Table 3. Normal clinical range for healthy liver according to their attributes. 

Attribute Range 

Total bilirubin 0.1-1.2 mg/dl 

Directbilirubin  Less than 0.3 mg/dl 

Alkaline phosphate 44 to 147 IU/l 

Aminotransferase 4-36 U/L 

Aspartate aminotransphirase 8-33 U/L 

Albumin 3.4-5.4 g/dL 

Ratio of albumin to globulin  1 or a little bit more 

Complete proteins. 6.0-8.3 g/dL 
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Figure 2. Segmentation of dataset used in proposed system. 

3.1 Data Mining 

Because there are datasets related to the liver that can be used to extract knowledge, using 

data mining models in medical research is a hot topic right now. Using a tree structure to 

present a general schema for data mining is crucial. Figure 3 shows the clinical information 

mining model which is separated into two classifications unmistakable and prescient. 

 
Figure3. Medical Data Mining Model. 



Predicting Liver Cirrhosis using Feature Selection Aided by PSO Based Optimized SVM                 Section: Research Paper 

 

7522 
Eur. Chem. Bull. 2023,12(Special Issue 7), 7516-7538 

3.1.1 Descriptive Methods 

Correlation, frequency, cross-tabulation, and other descriptive statistics are all produced 

using descriptive methods. these techniques decide the likenesses in the information to 

investigate the current examples. They center around outline and change of information into 

significant data. Bunching, affiliation rule mining, and successive example disclosure are 

three models of clear nature in information mining. 

3.1.2 Predictive Method. 

To predict the value of a certain component or the effects of a certain ailment, prescient 

methodologies are used. The patient's history and current numbers are used in the approach 

above to anticipate future data. The most often used techniques in this paradigm are 

classification, regression, and anomaly detection.. 

3.3 Definitions of Vital Models 

3.3.1 Random Forest 

According to Liaw et al., one of the descriptive machine learning models is the Random 

Forest model. It has gained a tonne of popularity as a general-purpose classification and 

regression method [45]. This model joins different randomized decision trees and hoards their 

assumption by averaging. However, it is flexible enough to be used for both small-scale and 

large-scale learning tasks [46]. The optimal forest is an irregular one when the number of 

elements exceeds the number of perceptions. The random forest model for the UCI liver data 

set is shown in Figure 4. 

 
Fig. 4. Dataset from UCI on liver ailments using a random forest model. 

3.3.2 Multi-layer Perceptron Neural Network 

The definition and construction of a neural network have been influenced by the technique in 

which real neurons engage with one another [47]. An input layer, a hidden layer, and an 

output layer are all parts of its node layers. There are additionally weights and thresholds 

assigned to each linked node. Any hub is implemented if its output exceeds the edge value. 

To be able to learn and gain accuracy over time, neural networks rely on training data [48]. A 

neural network with a multi-layer perceptron is displayed in Figure 5. 
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Fig 5. Model for MLP neural network models. 

3.3.3 Bayesian Network 

Classification is the primary application of the Naive Bayes supervised machine learning 

algorithm [49]. This model has both information highlights and straight-up yields prepared. 

The assumption that the inputs this model considers are independent of one another is made. 

One component change won't influence some other features[50]. Naive Bayes can handle 

both continuous and discrete data, has a large number of predictors and data points, and is 

highly scalable. A directed or non-circular graph is used in a Bayesian network, a graphical 

The structure for showing expected characteristics through a conditional tandem [51]. Figure 

6 exhibits the Bayesian association histogram, which was applied to the UCI Liver Disease 

Innovative Collection. 

 
Fig. 6 Highlights within the liver ailment dataset that were communicated by the Bayesian 

Organisation model include (A) albumin, (B) albumin glogulin ratio, (C) age group, and (D) 

gender (make a recording density on the Y axis and feature range on the X axis). 
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3.3.4 Particle Swarm Optimization. 

The Molecule Multitude Enhancement method was presented in 1995 and it is an aggregate 

hunt model upheld on the social ways of behaving of bird categories [52]. By adjusting each 

particle in the search space in accordance with the foremost space in a neighborhood, this 

relatively new method has been used to perform well on many optimizations [53]. However, 

it is more closely associated with evolutionary programming and genetic algorithms [54]. 

3.3.5 Support Vector Machine 

An antiquated AI methodology called the assistance vector machine is used to solve problems 

with enormous amounts of detail grouping [55]. The goal is to select a decision boundary 

during the training phase that reinforces the minimal distance to each category [56]. Support 

vectors, or points, are used to select the boundary. Figure 7 depicts a support vector machine 

chart with a Counter axis and a Label axis. The dataset is part of label1, and label has 

characteristics like "Male" and "Female." 

 
A 

 
B 

Fig 7. For additionally (A) male and (B) female, SVM distribution. 
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3.3.6 Particle Swarm Optimization With Support Vector Machine 

The review proposed the Molecule Multitude Optimization (PSO) model and the Backing 

Vector Machine (SVM) model, which combined the PSO and SVM models to improve order 

exactness with a small and imperfect element subset [57]. Traditional SVM suffers from 

subjectivity and random city, whereas PSO selects the parameters for SVM automatically, 

providing a wider selection of parameters [58]. With both true and false labels, Figure 8 

shows the PSO-SVM scatter for the two features "Male" and "Female" on a liver dataset. 

 
(A) 

 
(B) 

Fig. 8 For the following aspects of PSO-SVM scatter: Male (A), Female (B), or combined 

4. Proposed Methodology  

This study experimented with the UCI liver disease dataset using Weka (Waikato 

Environment for Knowledge Analysis) version 3.8.5, which offers an effective visual 

representation of a predictive analytical diagram. The dataset of patients with liver cirrhosis 

was initially gathered from UCI[60] before being imported into WEKA. Before the data 
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mining process begins, feature engineering is followed by preprocessing to select the most 

crucial features for transformation and classification techniques. All highlights, paying little 

mind to crease strategies or split rates, are qualified for include choice and demonstrating. 

The channel based technique brings about the production of a satisfactory model with striking 

elements. 

 
Fig. 9 A diagram showing a recommended approach. 

4.1 Data Pre-processing 

After the dataset is gathered, the information is pre-handled to target mark values, track down 

missing qualities, and fragment the information. The pre-processing steps include the 

following procedure: 

1.  Four records with missing values had the most appropriate value, which is related 

to the Albumin globulin ratio, added to them. Additionally, age feature can be 

broken down into three age groups: between 30 and 61, over 61, and below 30 

2.  The target input data, which consists of 583 records, and the liver disease target 

data are the primary divisions of the data. The patient's liver disease status is 

indicated by the additional grouping of data in the target data for liver disease. 

3.  From that point onward, the dataset is parted into two gatherings, one for preparing 

and the other for testing, with 60% of the dataset utilized for preparing and 40% for 

testing. 

4. The classification models are currently preparing the data for use. The stage for 

classifying the model begins in this step. 

4.2 Choosing the features for the classification model. 
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The significance of predicting liver disease is one important aspect of this study. Only two of 

the eleven features—"gender" and "age"—include particulars about each patient. The rest are 

purely clinical aspects. The weighted approach of categorising the items has been utilised in 

this experiment evaluation. 

Therefore, in order to identify the worthy characteristics for predicting liver disease, their 

performance ought to be estimated and quantified in conjunction with their notable features. 

The combination of different features together is a helpful strategy for predicting liver 

sickness. Weight by information gain is a huge method to find the components that can 

predict the sickness effectively. After providing an unwavering value for the component in 

the associated model, the acquired data lists the dataset's change in entropy. 

Info gain(   )  ∑                  (  )
    

   
 

Info entropy(S)( )  ∑             
    

Essential phosphate is the most critical marker factor with a value of 0.71 and the most 

second pointer factor is age with a value of 0.26. All loads acquired through data gain should 

be picked for drive expectation utilizing the Bayesian organization. The SVM chooses all of 

its features based on weight. The weights are updated by the multi-layer neural network using 

backpropagation after each iteration. The weight indicates the degree to which the features 

are interconnected. The hidden layer, the input layer, and the hidden layer all have random 

weights in a neural network. The output layer and hidden layer's weights are determined 

analytically at random [61]. If the weights are close to zero, the change in input will have no 

effect on the output. Seven components were selected for the weight by Data gain PSO-SVM 

model. The most basic stage for PSO-SVM is picking the data for growing the accuracy for 

assumption and administering weight to features by information gain. 

4.3 Creating a Classification Model Following data processing, WEKA is used to implement 

the preferred models. Using Weka, this investigation applies SVM, arbitrary woods, Bayesian 

organization, PSO-SVM, and MLP-brain network to the arrangement model. 

5. Performance Evaluation 

The confusion matrix is used to evaluate and scrutinise the model. As was brought up in the 

data pretreatment section, the dataset is separated into two groups: training and testing. 

Consider that the models get both test and preparing information, with 60% filling in as 

preparing information and 40% filling in as test information. In addition, the average Weka 

accuracy was determined by computing the model using the 5-fold and 10-fold cross-

validation methods. In order to evaluate the production of models, specificity, accuracy, and 

sensitivity—also known as FPR, F measure, and precision—are enumerated. The preparation 

dataset is utilized to fabricate models, and the testing dataset is utilized to make sure that the 

model is precise. 

Exactness is equal to True positive + True Negative/True Positive + True Negative + False 

Positive + False Negative. 

Genuine Negative Rate (True Negative Rate) = True Negative/True Negative + False 

Positive= Explicitness 

Accuracy corresponds to TP/TP + FP 

Genuine Positive Rate (TPR) or Responsiveness = TP/TP + FN 

F measure = recall/accuracy + review + 2*precision 
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FPR= 1 - Explicitness 

Here, TP represents "True Positives," whereas TN indicates for "True Negatives." In 

addition, the terms FP and FN refer to false negatives. The following are the guiding 

principles: 

As indicated in Table 4, a confusion matrix is used to assess the standard for confusion 

matrix via offering visualization of the model's performance by contrasting how 

miscategorized samples differ from genuine ones. 

FN = The number of records that are actually favorable though are anticipated to be negative.  

TP = The proportion of anticipated positive records that genuinely emerge as positive 

records. 

TN = the percent of records that are certainly forecasted to be negative. 

Table 4. Confusion matrix of testing dataset. 

Models TP FN FP TN 

Bayesian network 142 20 12 59 

SVM 133 30 28 42 

Random Forest 142 20 12 59 

Neural MLP network 137 29 22 45 

PSO- SVM 150 8 5 70 

 
Fig 10. Bar graph of Confusion matrix of dataset. 

6. Metaheuristic Approach 

Metaheuristic solves difficult optimization issues by employing computational intelligence. 

Metaheuristics are additionally assembled into two sections analogy based and non-similitude 

based [62]. The majority of performance-related algorithm research is quantitative, and 

performance validation metrics like mean error, standard deviation, and correlations are 

utilized. The metaheuristics are taken on because of their efficient exhibition, the elevated 

number of references, determined developmental administrators, interesting correspondence 

systems between people, dealing with ideas, and stagnation counteraction techniques. Hybrid 

metaheuristics and parallel metaheuristics have emerged as a result of the foundation of new 

research opportunities. Metaheuristic techniques can computationally systematically precede 

a near-optimal solution, but they do not guarantee finding the exact optimal solution. 
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6.1 Particle Swarm Optimization 

Swarm-based optimization algorithms are shown to be effective methods that are inspired by 

how social animals act together. A swarm of particles running through the parameter space 

and defining trajectories that are guided by their neighbor's own best performance is what is 

meant by the term "particle swarm optimization" (PSO). This group of potential solutions to 

the optimization problem is referred to as the group of candidate solutions. In the search 

space, PSO is used to create new sets of attributes, and semblance is used to calculate 

divergent possible sets of attributes. The attribute with the greatest coherence is assumed to 

have the best fitting one. 

xi ,j
(k+1) 

= x I, j
(k)

 + Vi ,j
(k+1) 

vi ,j
(k+1) = NV

i , j
(k) 

+ c1r1
(k)

 (pi , j
(k)

 – x I, j
(k)

+ c2r2
(k)

(g j
(k)

- xi ,j
(k

 

V i, j is is the velocity of each particle in the dimensions I and j, with K is the iterations index,  

X I, j constitute for each particles position,  

N represents the inertia of weight which balance global or local search, 

P i, j implies each particle's best prior position,  

G j reveals world's best,  

Two positive constants named C1 and C2 possess a value equals 2., 

r1 and r2 represents two random values between 0 and 1 in each iteration 

6.2 Hybrid Metaheuristic Approach (PSO-SVM) 

A general algorithm framework that, when applied to a different optimization problem, 

requires relatively fewer modifications to adapt to particular problems is one definition of a 

hybrid metaheuristic [63]. Hybrids perform better than standalone systems when there is 

synergy. Defining up piece limits In SVM getting ready and picking the fitting components 

increase the course of action accuracy. The PSO-SVM F-score strategy and further developed 

highlight determination both make it easier to select the precise component. By starting with 

a particular variable and then creating their subset to improve the classification problem, 

feature selection in the hybrid metaheuristic approach focuses on the subset of the variable 

with the best way to classify the problem's features [64]. The metaheuristic method of 

examining the entire space yields great arrangements. 

7. Experimental Results 

The confusion matrix provides results by selecting the most prominent features. The show is 

being checked out and the precision of Sporadic boondocks, MlP cerebrum association, 

Bayesian association, and SVM model was 86.26%, 78.11%, 66.09%, and 75.10% 

exclusively. PSO-SVM is accurate to 94.62 percent. PSO-SVM has the best prescient 

qualities, as well as the most elevated F-measure, accuracy, awareness, and particularity. 

Likewise, the Bayesian organization, SVM, MLP brain organization, Irregular timberland, 

and PSO-SVM models have normal assessed upsides of 66.78%, 76.51%, 78.91%, 87.35%, 

and 95.17% while utilizing 10-overlap and 5-overlay cross approval techniques on a liver 

dataset in this review. However, only PSO-SVM achieved 95.21 % accuracy during 5-fold 

cross-validation, outperforming the 10 fold cross-validation method. Table 5 records the 

processed outcomes for exactness, explicitness, accuracy, responsiveness, F-measure, and 

FPR for different characterization models. 
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Fig 11. Significant feature selected for random forest. 

 
Fig 12. Significant feature selected for Support Vector Machine. 

 
Fig 13. Significant feature selected for Bayesian Network 



Predicting Liver Cirrhosis using Feature Selection Aided by PSO Based Optimized SVM                 Section: Research Paper 

 

7531 
Eur. Chem. Bull. 2023,12(Special Issue 7), 7516-7538 

 
Fig 14. Significant feature selected for Multi Layer Preceptron Neural network. 

 
Fig 15. Significant feature selected for PSO-SVM. 

Table 5. Result of evaluation criteria for classification models. 

Classification Models Accuracy Specificity Precision Sensitivity F-measure FPR 

Naives Bayes 66.09 44.28 75.92 75.46 75.68 55.72 

Random Forest 86.26 83.09 92.20 87.65 89.86 16.91 

MLP Neural Network 78.11 67.16 86.16 82.53 84.30 32.84 

SVM 75.10 60.00 82.60 81.59 82.09 40.00 

PSO-SVM 94.62 93.33 96.77 94.43 95.84 6.67 

 
Fig16. Bar graph for evaluation criteria for classification model. 
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Preprocessing and investigation are the two phases of the information mining process, and the 

best arrangement is achieved by combining PSO and SVM to improve execution. Age is the 

least important distinctive scoring 0.34, while alkphos scores 0.75, making it the most 

significant feature. The best model for choosing and voting on seven aspects is PSO-SVM. 

According to Table 6, PSO-SVM outperforms all other models in studies on liver data sets 

due to its highest accuracy. Table 7 displays significant feature selection for various 

classification models and their accuracy on the liver dataset set that was previously used in 

this study. 

When the K Star classification model was applied to a liver dataset with co-relation feature 

selection, an accuracy of 73.07 percent was achieved[65]. Research on liver data sets from 

India and the United States[65] revealed only three significant K-nearest neighbor features. 

Ten relevant characteristics were chosen for this classification approach pursuant to the 

ranking methodology [66], and the Nb-tree's calculated accuracy is 67.01. Although the 

decision tree's accuracy was 69.40, no noteworthy traits were picked [67]. The accuracy of 

the ANN classification model at k=3 was 68.49% [68].  

Table6. Comparison of different models with their significant features. 

Classification Models 
Feature selection 

method 
Significant feature Values 

Accuracy 

in % 

NEURAL NETWORK 

concerning MLP 

Information-based 

weight gain 

A/g;0.39,TP:0.34,DB;0.62,Sgpt:0.51, 

Gender:0.28,SGOT:0.73,ALB:0.44,Alk

ph:0.51,AGE=0.68, Tb:0.47, 

78.11 

RANDOM FOREST 

ALGORITHM 

Gaining weight 

via information 

ALB:0.43,Sgot:0.54,Alkph:0.71,TP:0.5

2,DB:0.39A/G ratio:0.49, TB:0.47, 
86.26 

PSO-SVM 

Development in 

weight thru 

information 

Sgpt:0.61,Alkp:0.75,Tb:0.51,Age:0.34,

Sgot:0.68. Alb:0.53, Db:0.57. 
94.62 

Bayesian Network 
Weight earned 

with information 

Sgot:0.65,Gender:0.18,Age:0.56,Alb:0.

31,Sgpt:0.47, Alkph:0.60,Tp:0.42, 

Db:0.49, Gender: 0.18, Tb:0.34, 

A/gratio:0.47. 

66.09 

SVM  
Weight 

employing SVM 

SGPT: 0.56, SGOT:0.72, Gender: 0.21, 

TP: 0.38, A/G ratio:0421, dB:0.63, 

tb:0.42, ALB:0.48,Alkphos:0.59, 

Age:0.29, 

75.10 

Table 7. Accuracy for previous research conducted on liver dataset on different classification 

models. 

Classification models Outcome for selected features Accuracy in % 

K nearest neighbor Sgpt, Sgot, and Alkphos ------- 

K Star ---------------- 73.07 

Decision tree nil 69.40 

ANN na 68.49 

In this Study Age, ALB, Tb, Db, ALB, Sgot, and Alkphos 94.62 

NB tree 
Age, Tb,Alkphos, Sgot, Db , A/g, Sgpt, 

Ratio,Tp,Alb and gender 
67.01 
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Fig 17. Comparison of previous classification models with current research. 

8.  Conclusion  

This study uses the UCI dataset for exploring medical data mining for liver illness. Predicting 

liver disease with great accuracy is often favorable. The primary objective of this study is to 

accurately predict liver disease by selecting the primary risk factor for liver infection. MLP-

brain organization, PSO-SVM, irregular backwoods, Bayesian organization, and SVM are the 

five models viable for characterization. With the greatest amount of accuracy, the seven most 

significant elements are really long. The PSO-SVM model outperforms all of the others when 

precision, FPR, accuracy, specificity, AUC, sensitivity, and F-measure models are compared. 

Iteration ranges of up to 100 iterations and 10-fold cross-validations are used to evaluate the 

models. When contrasted with different models, PSO-SVM has the most noteworthy typical 

precision. These findings will be helpful in determining whether people have liver cirrhosis in 

the real world. The meta-heuristic approach has the potential to enhance classification models 

like genetic models, ant colony systems, and Bat-inspired algorithms in the field of liver 

diseases. Additionally, the accuracy of liver cirrhosis disease prediction would be enhanced 

by significant feature selection techniques in deep neural networks. 
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