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Abstract: Even though numerous target tracking algorithms have been developed and 

proven successful, performance is still negatively impacted by occlusion and lighting 

changes. In this research, a successful tracking technique for non-rigid objects in video 

situations is described. The use of computer vision to address real-time violent activity is 

offered as an intelligent system algorithm. Different acts of violence occasionally occur in 

our daily lives when we are absent. Real-time violent activity detection is essential to a 

smart surveillance system. Since a video consists of several frames of pixels, classifying and 

analysing the video is a difficult investigation problem in the field of artificial intelligence. 

Convolutional Long Short Term Memory is utilized in this research to take into account 

every scenario that could arise in order to recognise real-life violence more correctly. 

Datasets gathered from diverse sources are compared to get a result with a sufficient level of 

accuracy. With multiple experiments employing various deep video analysis algorithms, the 

research effort came to a conclusion. The several deep learning models are compared, and 

the top candidate with a 96% accuracy rate is chosen. Real-time video has now been set up 

to categorise anomalous activity using the proposed model.  

 

Key Words: Artificial intelligence, Video surveillance, Convolutional Neural Network, 

Person detection, Anomalous Activity Detection. 

 

 

Introduction 

Computer vision plays a key role in addressing the video's real-time violent activity (Aktı et. 

al., 2019). The primary area of action recognition is robotics and video surveillance. Because 

it provides pictorial connection that enables the processer to view without manual 

interference, it is fascinating and helpful for action recognition (Abhishek et. al., 2021). This 

might be a crucial component of the automated video surveillance system as the globe moves 

toward automation. Finding an association or pattern from numerous images while taking 

spatial features into account is the process of action recognition. The average number of 2D 

frames in a single period of the video is 30.  
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Finding linkage and detecting action from numerous frames of film might be difficult 

when there is violence present or not (Jain et. al., 2020). Prior detection systems were 

primarily centred on the detection of various objects and activities, such as walking, jogging, 

cooking, and gestures (Amit et. al., 2020) rather than specifically on the detection of violence 

or crime. 

In this investigation, the criminal scenes that actually take place in our daily lives are the 

main emphasis. In order to identify violent activities accurately, deep learning models are 

analysed (Nasaruddin et. al., 2020). Because there are many different situations in real life, 

such as people fighting, hijacking, using knives or guns, and munching. Violent behaviour 

could be detected in those videos by several CNN algorithms (Ke et. al., 2020) and certain 

violent behaviour required determining the frame movements feature over time. People 

carrying weapons like a rifle or a knife, for instance, could use 2D CNN (Md et. al., 2020) to 

quickly identify potential areas for aggressive action in a violent environment. And secondly, 

there are instances where people use violence by fighting without a knife or a gun (Nguyen 

et. al., 2019). The model prediction must establish the correlated motion with period in a 

solution. 

According to the literature review, the difficult issues include changing object and scene 

appearance patterns, non-rigid human structures (Kanagamalliga et. al., 2018), camera 

motion, a dynamic environment, multiple objects, changing scene illumination, occlusion, 

and cluttered background (Kanagamalliga et. al., 2019). The suggested approach aims to 

solve the target recognition issues brought on by occlusion and non-rigid target structures. 

The pre-processed background image in this paper is obtained using the median filter. To 

determine the precise foreground area, segmentation is used. To estimate motion, the optical 

flow is specified. For applications involving video surveillance, deep learning classifiers 

using features are recommended because of their accuracy. We have known from studying 

prior studies that anomalous activity identification is a challenging work in artificial 

intelligence (Zufan et. al., 2020). 

The majority of earlier study mainly examined human behaviour in daily living in the 

home (Kanagamalliga et. al., 2016). Pre-processing is carried out for additional analysis as 

this study focused on violent action and datasets. It is simpler to analyse and extract features 

from still photographs than it is to identify action in video. When a video has multiple frames 

and is linked to a spatial characteristic over time, the artificial intelligence model might 

appropriately take the factors into account. The artificial intelligence model required some 

period to train, and things become more difficult and time-consuming when the topic is 

video- based. On the other hand, some actions appear to be violent but are not, while some 

appear to be normal but may be violent. 

 

Proposed Methodology 

Our solution uses object tracking to follow the target in an ongoing surveillance video. Figure 

1 depicts the proposed method's workflow. The backdrop modelling is a crucial step in object 

detection estimations. This study's major goal was to identify violent behavior in live video. 

The video will be examined using the Deep Learning algorithm to identify action violence. 

Once the model recognizes violence and sends the data to a mobile application, our algorithm 

extracts abnormal actions from surveillance videos. The geographical and temporal 

components of data are handled by CLSTM. There are many video frames in the video 

databases. 
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In order to effectively identify violence, numerous video frames must be analysed in 

order to determine how the motion changes over time. 

Figure 1: Basic workflow of proposed anomalous activity detection method 

 

When evaluating a video, CLSTM encodes the spatial information with the time 

sequence while focusing on the spatial and temporal dimensions. Whole datasets are trained 

and encoded using a localised spatial-temporal feature after the procedure. Because it takes 

features from a fully linked layer, a standard LSTM was unable to localise the changes in 

spatial-temporal properties between frames. CLSTM is hence appropriate for our 

methodology. It employs the Convolutional LSTM, a structure created especially for 

spatiotemporal sequences. Convolution is used by CLSTM in its internal calculation. LSTM 

typically operates in the following 4 phases. Forget, save, and update the result. Before 

passing through a sigmoid gate, one must first forget the preceding stage's irrelevant history. 

Secondly, what portions of the old data and the portions of the new data are still relevant are 

stored in the cell state. Upgrading the condition of their interior cells. The output gate further 

regulates the final state. In contrast to LSTM, CLSTM used the convolution technique 

between those states.  

Experimental Results and Analysis 

For the datasets, the suggested method yields the most accurate model. Our train model's 

performance is examined using classification metrics, tables, and categorization reports. The 
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model's most likely outcome for a study of violent acts is either true or unfavorable as shown 

in Figure 2. Table 1 provides a more detailed description.  

 

Figure 2: Anomalous activity detection results of proposed method, from left to right: 

normal activities video, violence detected scene. 

 

 

Figure 3: Accuracy measurement with the parameters precision, recall, and f1 score. 

 

Table 1: Performance measure of existing and proposed anomalous activity detection 

methods for different surveillance videos. 

Algorithms 
Pr (%) 

Dataset 1 Dataset 2 Dataset 3 

3D CNN (Spiess et.al 2021) 86.79 87.88 87.41 
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CLSTM (Peker et.al 2022) 90.94 90.11 90.27 

Proposed method 95.47 96.12 96.53 

When the projected value coincides with the actual value, this is known as a true positive, 

which indicates that the model correctly predicts the value. When the projected value from 

the classification algorithm is negative and the actual value is negative, this is referred to as 

True Negative. There are two different sorts of errors: False Positive and False Negative. 

False Positive errors happen when the model predicts a positive estimation, but the real value 

is negative, and False Negative errors happen when the real data is positive, but the 

estimation produces a negative result. 

 The accompanying parameters Precision (Pr), Recall, and F1 are used to gauge how well 

the tracking method is being carried out. The condition Equation is used to acquire this 

parameter (1-3). 

 

   
FN)+TP/(TP  =Recall             (1) 

 

   
FP)+TP/(TP  =Pr

                  (2) 

 

   F1=2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙/𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙        (3) 

 

Where, 

TN - true negatives,  

TP - true positives,  

FN - false negatives, and  

FP - false positives 

 

The accurateness is determined by taking three ideas into account: measurement f1 score, 

recall, and precisionas shown in Figure3. precision as long as the overall percentage of cases 

that were accurately anticipated were positive. The accuracy value is used to gauge the 

model's dependability. Recall indicates a model's accuracy; the total positive examples 

indicate how well the model was able to accurately predict. F1-score is employed to obtain a 

combined understanding of the two variables. The harmonic mean is calculated using 

precision and recall values. My research has produced a useful model for identifying violent 

action. The model performs appropriately, beyond our expectations. CLSTM is used with a 

layer of 3D CNN to increase accuracy. 

Conclusion and Future Work 

The research on identifying violent behaviour is completed successfully. The trained model 

can analyse real-time video footage to identify violent or non-violent activities and send an 

alert to the closest authorised person for further action. In this study, many human action 

detection models and various computer vision analysis fields are examined. Since research is 

an ongoing process, newly developed methods may lead to future advancements. The 

CLSTM approach was used in this research to recognize action based on the spatial 

correlation between videos. However, as research is an ongoing process, different algorithms 

and methods could be used to improve the recognition's accuracy. Following the 
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investigation, activity is discernible by estimating human stance. Limited datasets were used 

in this study, which were gathered from several online sources. With more particular category 

datasets, future study might be more effective. The two categories are used, one is for 

violence and another for no violence. The classification for violence includes footage from 

surveillance cameras showing fights, hijackings, and other violent acts. Newly gathered 

datasets could be used in future work to update it and produce a more precise and useful 

result. 
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