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Abstract 

Robotics is currently a rapidly growing branch of technology due to the high demand for 

automatic and social systems in this modern era. In today’s world robots are used to serve 

humanity not only in industrial automation but also in day-to-day activities. A social robot 

that can communicate and connect with society would greatly help in solving various needs 

of humanity which usually a human can do. A socially interactive guiding robot for assisting 

visitors in the college is designed and presented. The database of questions and answers is 

created which covers almost all the important locations of a college. When the visitor asks 

the question about the destination, he/she wants to know, the robot compares it with the set 

of questions that it is familiar with and responds with a suitable answer. The robot interaction 

is based on Google API’s text-to-speech and speech-to-text conversion. The robot has head 

motion and jaw motion while speaking with a total of 5 Degrees of Freedom. Face detection 

is done using LBPH (Local Binary Pattern Histogram) algorithm. 

 

Index Terms—Google API, Reception Assistance, Speech to text and Text to speech, LBPH 

(Local Binary Pattern Histogram), Face Recognition. 
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I. INTRODUCTION 

Social robotics is a rapidly developing paradigm in robotics, 

where human-robot coexistence happens in such a way as 

to help humanity in different aspects of life. This includes 

education, healthcare, daily activities at home and so on. De- 

signing a socially interactive robot is a challenging task. This 

is mainly because the robot must appropriately interpret the 

action of humans and respond rightly. Human service robots 

are developed so that they must be able to smoothly interact 

with man since they directly offer service to man in most 

cases. In such a case, the voice recognition and understanding 

technique is essential. This helps the robot recognize the man’s 

voice and use its specified algorithm to deliver the result to 

the man in a specific language or multiple languages. This 

paper presents a reception assistance robot with an interacting 

system for public service robot application (to be implemented 

in colleges). The interacting system comprises conversion of 

speech to text and text to speech and audio speech recognition, 

for offering smart service using Google API. The robot offers 

a guiding service to visitors once it detects a person using a 

camera. Visitors can ask about the route to their destination 

in college, the robot then matches the place mentioned with 

the previously provided answer and guides them to their 

destination. 

The robot is specially curated for colleges since its operation 

is typically based on the structure of a college. A person 

coming to a college for the first time may find it difficult to 

locate and reach their desired location. The person may have 

to ask these locations to random people he finds in the college. 

These random people may or may not know the reply. So, by 

this, the visitor may lose his valuable time. This random asking 

is also not at all possible if he is in a hurry like coming to 

attend a meeting, for any urgent matter like writing an exam 

etc. Here comes the application of a guiding robot. One can 

ask about any location in the college they want to go to, and 

the robot will reply by giving detailed guidance on the route 

to the destination. This robot is designed to be placed in front 

of a college’s main block. It is provided with 5 DOF (Degrees 

of Freedom), including head, jaw and the differential drive 

motion for the base. 

II. RELATED WORKS 

Body language is always an essential aspect of commu- 

nication. This is what should be mimicked for effective 

human-robot interaction. We humans exchange and convey 

our thoughts and feelings through our skills like facial ex- 

pressions, body gestures, voice tone or even by a gaze. 

Most of the modern robotic platforms currently in use are 

limited in efficiency to create behaviours of its own, 

accompany their speech. A neural network based design 

system can be used which accepts input as audio file and 

generates upper- 

body gestures. The gestures include the head movement, hand 

movement, and torso movement of the person on humanoid 

robot called Pepper. This step is done by collecting all required 

audio features and poses features with help of the data set 

containing audio and visual recordings that are recorded during 

participants speaking about a topic they are given. These speaker’s 

personality affects by modifying the movements in the robot [1]. 

Some other applications of interacting robots include museum guides 

[4]. The robot voice interaction sys- tem control terminal is provided 

with a human to computer interaction interface, in which the voice 

control is achieve by cloud corpus[5]. We can also find well-

developed models and systems using RGB and 3D cameras and 20 

DOF for robots. Pepper robot has 2 DOF and it does emotion 

detection based on facial expression [3]. There are several robots 

namely Teresa, Double, Pepper, LUCA etc. [6]. 

The applications of social robots include health and daily care 

services, teaching assistance, research and application etc[14]. ROS 

(Robot Operating System) has its own benefits in the areas of vision 

and conversation. With the use of telep- resence technologies, users 

can maintain social engagement with other people even while they 

are in another location by depending on a robotic platform. In order 

to guarantee realistic interaction from users, many technologies have 

been applied to socially engaging robots. Robots are used in the field 

of education, with applications that include vocabulary development, 

writing aid, and language teaching[6][7]. They can help students learn 

more and do better academically. In order to increase children’s 

vocabulary development and word- learning skills, the humanoid robot 

Pepper has been employed in a game environment. Most domestic help 

robots are still prototypes, and personal assistance robots have yet to 

be successful. Robots are said to be used in a range of healthcare 

settings and fall into three categories: social, surgical, and 

rehabilitative robots[12][19]. 

III. METHODOLOGY 

The methodology adopted for the development of the reception 

assisting robot shows processes, techniques and procedures for the 

designing and implementation of the robot. 

A. Robot action flow chart 

Figure 1 shows the process flowchart of the project. The camera is 

used for the identification of people approaching the robot. At first, 

the head moves to the right and checks if any humans are there by 

using the camera. If there is one who is not familiar with the robot, 

the body turns towards that position and it turns on the speaker, greets 

and asks the question “Hello, I am KL10 robot happy to help you. 

Where do you want to go?”. By asking this question, the robot will be 

ready to service the visitor. So hence now the visitor can ask for the 

route to the destination to the robot to get guidance. If the destination 

asked by the visitor matches with the previously set questions by 

keyword matching, then the corresponding answer will be replied to by 

the robot as a voice command. But if the question does not match or if 

the voice is not recognized 
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Fig. 1. Diagram of the workflow 

 
 

 
Fig. 2. Block Diagram representation of the entire circuit of 

robot design 

 
 

it will again offer the service by asking the question 

again. If there is nobody on the right-hand side, the 

head rotates to the left and tries to locate somebody 

who is new to the place. The remaining procedures 

are the same. So, the robot will be continuously 

rotating its head right and left. A block diagram 

representing the entire circuit can be seen in Figure 

2. 
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Fig. 3. Robot head hardware setup 

 
 

IV. DESIGN 

A. Head and jaw design and movement 

The head of the robot is designed in such a way that it has 

a rotating joint. Robot’s head will be on a continuous left- to-

right movement from 90 degrees to 0 degrees and again from 

0 degrees to 180 degrees and again back from 180 to 90 

degrees. This is just like a surveillance robot trying to detect 

a face in this whole range. If the robot is detecting a face on 

the left the body may turn to the left and offer the service. 

If no visitors are identified on the left it rotates the head and 

checks the right side, and if it locates a person the robot turns 

right and offers guidance. 

A jaw motion is also provided while the robot interacts with 

people. A revolute joint is given between the jaw and head so 

that its mouth would open and close like that of a human while 

speaking. This is to give aesthetic attraction and to make it 

more humanoid. Together the head and jaw motions make the 

head together have 2 DOF. PLA (Polylactic acid) material is 

used for the 3D printing of the head. The head design adopted 

here is Inmoov. The robot head hardware setup is shown in 

Figure 2. 

B. Robot base design and movement 

The base is designed to turn the robot’s body according 

to the visitor’s location. The base is hence given two wheels 

and two castor wheels are also provided. So, the base has 3 

DOF. The base platform provides all the support for the robot’s 

vertical holding and motion. The design is done using Fusion 

360 software, it is shown in Figure 3. 

V. ALGORITHM   DEVELOPMENT 

A. Questions and answers 

It is given a set of most probable questions that a visitor to 

the college may ask to the robot and corresponding answers 

are also given. By understanding the voice command from the 

visitor, the system matches the question with the previously 

given set of answers and replays the corresponding answer. 

The robot is designed to answer the queries of the visitor after 

listening to his/her voice. The Robot interaction code consists 

of Speech conversion to text, Keyword matching codes and 

Text conversion to Speech code. The application programming 

interfaces (APIs) known as Google APIs were created by 

Google to facilitate communication with and integration of 

Google Services with other services. These include Google 

Search, Gmail, Translate, and Google Maps, as examples. 

These APIs allow third-party programs to utilize or enhance 

the functionality of the current services. 

B. Speech conversion to text 

The recorded speech of the visitor is converted to text by 

using the Google API. Speech is needed to be converted 

from physical sound form to electrical signal form using 

microphone. It is then converted to digital data form with an 

analog to digital converter. Once this is done different models 

can be used to transcribe this audio to text. 

C. Keyword Matching 

Two lists were created in the Python program. One is the list 

of keywords containing questions, and the other is the list of 

answers to the corresponding question keyword. The text that 

gets after conversion from the visitor’s voice is then matched 

to the first list and if it is found matched, the corresponding 

index number is recorded and the answer with the same index 

number in the second list is printed as the reply answer. 

D. Text to speech conversion 

Pyttsx3 provides a facility to convert text files they are 

receiving into different languages such as English, German, 

French etc. This includes international, national as well as 

local languages. We can also play the audio speakers in a fast 

or slow mode as well as in male or female voices of different 

age groups. These codes will convert the text to speech and 

store the file in the memory as an MP3 file and play this file 

after that. 

Fig. 4. Robot base hardware setup 
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Fig. 5. Schematic representation of robot interaction 

 

 

Fig. 6. Face identification demonstration 

 
 

E. Face detection testing 

A 5Mp Web camera is used for image capturing. LBPH 

(Local Binary Pattern Histogram) is the algorithm adopted to 

recognize the face. Faces of students are collected live, and 

about 100 images of a single person are collected and trained 

using the LBPH training algorithm. LBPH is preferred over 

deep learning because of its performance. LBPH is faster than 

deep learning though it needs more data set for being accurate. 

When implementing this in a college it is possible to use 

the dataset of students, teachers and staff which is already 

available in the college database directly. So that the robot 

can avoid offering service to them and concentrate on visitors 

or newcomers. Figure 5 shows the working code for the robot 

identifying the face. 

VI. EXPERIMENTAL RESULTS 

Result 1: At the first result, it is found that the robot could 

identify a person who is not in the data set, and it is able 

to offer the service to the person by considering him as a 

newcomer to the college. 

Result 2: Next a person who is there in the data set has also 

come near the robot. Now the robot identified that the person 

is someone who belongs to the college itself, so waited for 

5 seconds if he is saying any Keywords for getting guidance. 

And if there is no response from the person the robot continues 

to search for the next person. The robotic head turns 10 degrees 

each and waits for 1 second for face detection (Figure 6). 

Result 3: A place from college that is not in the dataset is 

asked by a person, Robot successfully replied ”Sorry I didn’t 

get you please repeat”. And again asked the same this time 

robot finds the destination is not there in his data set he replied 

”Sorry! I cannot help you. Please contact the office”. 

 
 
 
 
 
 
 
 

 
 
 
 
 

 
Fig. 7. Robot interaction demonstration 

 

 
VII. CONCLUSION 

A humanoid reception assistant social robot with 2 DOF 

head motions and a total of 5 DOF is designed for interacting 

with newly coming people to a college. The robot is designed 

to guide the visitors by telling them the way to reach their 

specific locations in the college and thus decrease the effort of 

the people to enquire about routes to unknown people in a new 

location. The robot’s interaction code is written in Python. The 

robot’s interaction with the visitors is designed with the help 

of Google API’s speech-to-text and text-to-speech conversion. 

The list of probable locations is also created to match with 

visitors’ desired location and to give a reply. Face recognition 

using LBPH algorithm is also incorporated to identify visitors 

from the rest of the people passing by so that assistance will 

be automatically given to newcomers to the college. 
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