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Abstract  

 

Aim: Efficient novel fashion Prediction using MNIST dataset by image classification  using a support vector 

machine  and Logistic Regression.  

Materials and Methods: This study contains 2 groups i.e Support Vector Machine and Logistic Regression. 

Each group consists of a sample size of 10  using G-power setting parameters: (α=0.05 and power=0.86) power 

value 0.4 respectively  

Results: The Support Vector machine (SVM) is 91.2% which is more accurate than Logistic Regression (LR) of 

72.6% in Fashion Forecasting and attained the significant value 0.094  

Conclusion: The Support vector machine model is significantly better than the Logistic Regression in novel 

fashion Forecasting. 
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1. Introduction 

 

MNIST's popularity stems from its small 

size, which allows deep learning researchers to 

easily test and prototype their methods. 

Additionally, all deep learning libraries and deep 

learning frameworks (e.g. Tensorflow, Pytorch) 

contain auxiliary functions (Albert-Weiss and 

Osman 2022). There are numerous functions and 

examples included with MNIST that you may 

utilize right away. A CNN-based LeNet-5 

framework is recommended for training CNN 

variables on the Fashion MNIST dataset (Zaidi et 

al. 2021). The findings of the experiments 

demonstrate that LeNet-5 is effective. The accuracy 

of the model was over 98%. As a result, it 

outperforms both the original CNN model and 

additional state-of-the-art models in the literature. 

(Hara, Jagadeesh, and Piramuthu 2016) The aim of 

recognition is clothing worn in natural situations, 

the challenge is extended to include garment 

detection. To facilitate classification, solutions for 

these types of challenges often aim to identify the 

relevant locations for each piece of clothing. 

(Rocamora and O’Neill 2008). Application of 

Fashion trend forecasting is a multi-industry 

technique that includes autos, pharmaceuticals, 

food and drinks, literature, and home furnishings. 

Fashion Forecasting are in charge of enticing 

customers and assisting retailers and designers in 

selling their products (Song, Nie, and Wang 2019).  

 

There are about 125 articles in IEEE 

xplore and in 130 Scopus related to this study. In a 

study by (Blaszczyk and Wubs 2018). This work 

will look at how novel fashion prediction 

communication is evolving, as well as its function 

in generating fashion ideas and pushing trends. The 

focus is on the generation that has never known life 

without the internet, with particular attention paid 

to the online content they consume and the impact 

it has on their fashion choices. (Amritha and Suresh 

2020) explains that Business executives are on the 

front foot, attempting to innovate while continuing 

to engage their core constituencies, despite the 

fashion industry's record-low economic 

profitability. Many organizations are reconnecting 

with their supply chains as a result of the recent 

interruptions. (Parsons 2018) implements different 

novel Fashion prediction  looks for ready to wear 

during winter as a winter collection.  

 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). Although detecting a visual object 

from a photograph is a straightforward task for a 

human, it is tremendously difficult for a computer 

system to do it with human-level accuracy (Leite 

Arnø, Godhavn, and Aamo 2021). The approach 

must be resistant to a wide range of changes in 

order to appropriately recognize and categorize the 

photos (Yang et al. 2022). Various lighting 

circumstances, size and perspective changes, 

deformations, and occlusions, for example, could 

cause the algorithm to predict the picture class 

erroneously. The purpose of parametric regression 

analysis is to come up with a way to identify 

Fashion MNIST photos using deep learning 

convolutional neural network variants. Parametric 

regression analysis, which is referred to simply as 

regression analysis in this section, is the most 

common type of regression analysis (Ertl et al. 

2021). 

 

2. Materials and Methods 

 

The proposed study was conducted in the 

DBMS Laboratory of the Saveetha School of 

Engineering under the supervision of faculty. To 

conduct this study, two groups were formed. Table 

1 shows that group 1 is SVM and group 2 is Linear 

regression. The sample size was generated using 

clinical analysis, with G power set to 80%, 10 

sample sizes estimated for each group, totaling 20, 

94 percent confidence, pretest power set to 80%, 

and enrollment ratio set to The Support Vector 

machine (SVM) is 91.2% which is more accurate 

than Logistic Regression (LR) of 72.6% The 

accuracy of two classifiers, SVM and Linear 

regression, was compared. Image, vocabulary, 

color, and image size variables are independent 

factors in images. Images and clothes are 

dependent variables. Outfits is an Independent 

variable. 

 

Support Vector Machine 

Support Vector Machine (SVM) is utilized as a 

classifier. SVM is a regulated AI calculation which 

characterizes the capacity that orders information 

into two classes. In the proposed framework, have 

characterized two classes as dangerous or non-

malignant. SVM is a twofold order strategy that 

takes as information from two classes and yields a 

model document for arranging obscure or known 

information into one of two classes. Preparing a 

SVM includes taking care of known information to 

the SVM alongside recently released choice 

qualities, in this way shaping a preparation Set. It is 

from the preparation set that a SVM gets its 

knowledge to group obscure information.  

 

Pseudocode  

https://paperpile.com/c/xGo4Wr/aAJJ
https://paperpile.com/c/xGo4Wr/aAJJ
https://paperpile.com/c/xGo4Wr/Nu7C
https://paperpile.com/c/xGo4Wr/Nu7C
https://paperpile.com/c/xGo4Wr/ns3U
https://paperpile.com/c/xGo4Wr/QJ2r
https://paperpile.com/c/xGo4Wr/biqE
https://paperpile.com/c/xGo4Wr/xhCj
https://paperpile.com/c/xGo4Wr/TGRK
https://paperpile.com/c/xGo4Wr/TGRK
https://paperpile.com/c/xGo4Wr/GLf9
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/R2Ifa+AtOKs+tYFai+fPMqB+cFLRs+AZpcY+5MogB+QrCle+OYuzl+WYg6l+avauD
https://paperpile.com/c/xGo4Wr/79bZ
https://paperpile.com/c/xGo4Wr/79bZ
https://paperpile.com/c/xGo4Wr/CaoT
https://paperpile.com/c/xGo4Wr/ttdI
https://paperpile.com/c/xGo4Wr/ttdI
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Input: Fashion prediction_Input Features  

To forecast fashion, assign training and testing 

datasets. 

Output: Fashion predictions are classified. 

Function: Support_Vector_Machine(Input features 

F, Label vector V=[1.....n]) 

Step 1: Choose the ideal cost and gamma factor. 

Step 2: do while (conditioning) 

Step 3: Execute the training step for every 

predetermined set of input file features. 

Step 4: Execute the classification process for a 

predetermined number of input file features. 

Step 5: End the process while 

Step 6: Classify the prediction performance. 

 

Logistic Regression 

The binary classification method is called Logistic 

Regression (LR). The relationship between the 

anticipated variable and additionally at least one 

independent component is quantified by logistic 

regression (our features). The sigmoid function is 

then used to convert the obtained probabilities to 

binary values. The Sigmoid-Function is a function 

that standardizes numbers between the range of 0 

and 1, but never exactly at those bounds, given a 

real valued input. We then re-transform the data 

between 0 and 1 to either 0 or 1 by using a 

transformer predictor. 

 

Pseudocode For Linear Regression 

Input: Fashion prediction _Input Features  

Assign Training and Testing Dataset of fashion 

prediction 

Output: Classification on fashion prediction 

Function: Logistic Regression (Input features I) 

Step 1: Consider matrix M for Input features I 

Step 2: Configure the Regressor parameter θ 

Step 3: Add the Target Class Vector C= [1... N] 

Step 4: while (condition) do 

Step 5: Generate a binary vector B 

Step 6: If it belongs to the class label C, check each 

class label C where B=1. 

Step 7: where B=0, if not belong to the class label 

C 

Step 8: Apply Logistic Regression to the Matrix M 

in order to discover the parameter regressor θ 

End while 

Return prediction outcomes 

 

Statistical Analysis 

The statistical analysis was performed using the 

software program Statistical Package for the Social 

Sciences, Version 26. For accuracy, a separate 

sample T-test was performed. Using the SPSS 

Software tool, standard deviation and standard 

mean errors were also computed. Table 3 displays 

the significance scores for proposed and current 

algorithms. It contains the aggregate statistical 

values of suggested and implemented algorithms. 

 

3. Results    
 

The statistical analysis of the two groups Support 

Vector Machine (group 1) has a mean accuracy that 

is higher than Logistic Regression (LR) (group 2), 

and Support Vector Machine (SVM) has a standard 

error mean that is marginally lower, as shown in 

table 3. As indicated in Table 2, the accuracy 

scores for the Support Vector Machine algorithm 

were 91.2% and for Logistic Regression were 

82.6%. Table 4 displays the outcomes of the 

Independent Sample Tests with a 95% confidence 

interval and a significance level of 0.05. Each 

algorithm's average accuracy is determined after 

the algorithms are tested using 6 different sample 

sizes. With standard deviation error shown for both 

algorithms, Fig. 1 shows a bar chart of accuracy. 

 

4. Discussion  

 

The study's significance value is 0.094, 

indicating that Generator utilizing Generative 

Adversarial looks to be superior to Support Vector 

Machine. Linear Regression surpasses the Support 

Vector Machine Algorithm in determining the 

appropriate innovative fashion Forecasting Type 

using the encoder-decoders model. The information 

is obtained through a series of iterations in order to 

find different scales of accuracy rates. A statistical 

analysis was utilized to do an independent sample 

t-test and analyze the accuracy outcomes based on 

the accuracy rates (Vu et al. 2022). The mean 

accuracy of a Support Vector Machine novel 

Fashion prediction is 91 percent, while a Linear 

Regression Algorithm forecast is 76 percent. 

 

Similar researchers have looked at fashion 

forecasting with deep learning approaches. Those 

discovered, on the other hand, have concentrated 

on utilizing regression models to forecast sales 

figures. Complex deep learning methods were 

frequently used in these models (Shetty, Shales, 

and Narayan 2022). Other research aimed to 

improve the performance of the learning models 

that had been investigated. The opposite was 

addressed in the context of a scenario in which 

novel fashion prediction retailers were confronted 

with highly unpredictable demand for their items. 

Due to the unpredictability of demand, shops were 

left with either excess inventory or stock-outs, 

causing economic problems (Alig et al. 2022). 

 

The disadvantage of following fashion 

Forecasting is that it may be harmful to our 

environment. In truth, every material thing that 

must be made pollutes the environment and 

https://paperpile.com/c/xGo4Wr/EkkQ
https://paperpile.com/c/xGo4Wr/ugzu
https://paperpile.com/c/xGo4Wr/ugzu
https://paperpile.com/c/xGo4Wr/bA7W
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frequently contributes to global warming. 

Excessive consumption also contributes to 

significant resource depletion (Parodis, Tamirou, 

and Houssiau 2022). The system's future aim is to 

improve, to cover a larger number of photos while 

taking less time in training the data set. As a result 

of characteristics like these, accuracy and exact 

precision values can be increased. 

 

5. Conclusion  

 

 Based on the experimental results, Support 

Vector machine (SVM) has been proved to Predict 

novel fashion prediction more significantly than 

Logistic Regression (LR). As a result, we've 

created a multi-step framework that combines 

image segmentation, face recognition, and logistic 

regression into a single phase. We can extract 

picture attributes from a raw image using image 

segmentation and face recognition techniques. The 

Support Vector machine (SVM) is 91.2% which is 

more accurate than Logistic Regression (LR) of 

72.6% . This picture recognition and segmentation 

technique allows us to concentrate on the image's 

most important aspects, allowing us to do further 

analysis. We may obtain information and data from 

these photos using these features, and the data can 

then be used for further learning analysis.  
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Tables and Figures 

 

Table 1. Group, Accuracy, and Loss value uses 8 columns with 8 width data for novel image caption generators. 

SI.NO Name Type Width Decimal Columns Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 

3 Loss Numeric 8 2 8 Scale Input 

 

Table 2. Accuracy and Loss Analysis of  SVM and Logistic Regression. 

S.No GROUPS ACCURACY LOSS 

 

 

 

 

 

 

 

 

1 

 

 

 

 

 

 

 

 

SVM 

91.00 9.00 

81.68 18.32 

74.56 25.44 

86.25 13.75 

78.64 21.36 

85.78 14.22 

68.94 31.06 

90.56 9.44 

84.36 15.64 
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76.25 23.75 
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Logistic Regression 

72.00 22.00 

67.21 32.79 

61.78 38.22 

73.56 26.44 

63.75 36.25 

59.14 40.86 

57.56 42.44 

75.12 24.88 

60.53 39.47 

56.85 43.15 

 

Table 3. Group Statistic analysis, representing Support Vector Machine (mean accuracy  91.2%, standard 

deviation 0.76274) and Logistic  Regression (mean accuracy 82.6%, standard deviation 0.44664). 

 GROUP N Mean Std.Deviation 
Std.Error 

Mean 

ACCURACY 

SVM 10 90.2200 0.76274 0.24120 

Logistic 

Regression 
10 72.6520 0.44664 0.14124 

LOSS 

SVM 10 18.1970 7.12108 2.23211 

Logistic 

Regression 
10 34.6320 6.71992 2.44635 

 

Table 4. Independent Sample Tests results with confidence interval as 95% and level of significance as 0.05 

(Support Vector Machine appears to perform significantly better than Logistic Regression with the value of 

p=0.09).  

 

  F Sig. t df Mean 

Diffencen

Std.Error 

difference 

Lower Upper 
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Fig. 1.  Comparison of Support vector machine and Logistic Regression in terms of accuracy. The mean 

accuracy of the Support vector machine is greater than Logistic  Regression and standard deviation is also 

slightly higher than Logistic Regression. X-axis: Support Vector Machine vs Logistic Regression. Y-axis: Mean 

accuracy of detection + 1 SD. 

 


