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Abstract 

The internet is abundant with information. But useful content, which caters to our particular 

requirements, is elusive. A recommender system (RS) is a sophisticated information filtering 

system that sorts through voluminous data and delivers results tailored to user preferences. The 

two standard RS techniques are collaborative filtering and content-based filtering. The 

proposed method, a hybrid model, utilized a real-time dataset from the Bhilai Institute of 

Technology, Durg, accounting for the number of times a book was issued plus the issue and 

return dates. A timestamp was used to assign weights to each book. Data sparsity was addressed 

using pre-processing techniques. Competitive prediction accuracy was obtained through user 

clustering and direct predictions. The overall accuracy of faculty transaction datasets was 98%. 
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I. INTRODUCTION 

A recommender system (RS) is a type of 

information filtering system that makes 

product recommendations to users based on 

their preferences or actions. E-commerce, 

social media, audio streaming, and movie 

streaming platforms all make frequent use 

of this system. To determine the products a 

user is most likely to be interested in, 

recommender systems employ many 

techniques. Recommender systems can 

increase user engagement, boost sales and 

enhance user experience on the platforms 

that use them [1]. However, they also raise 

privacy concerns because personalized 

recommendations require access to user 

data.  

There are a number of different 

recommender systems, but the two primary 

kinds are content-based filtering and 

collaborative filtering. Other recommender 

system types also exist. The following is a 

concise explanation of each type: 

Content-based filtering: A content-based 

recommender system suggests items to 

users based on the content of the items they 

have previously engaged with. For instance, 

if a user has viewed multiple science fiction 

movies, this type of recommender system 

would recommend additional science 

fiction movies to the user[2]. Content-based 

filtering uses item attributes, such as 

keywords or genres, to determine 

similarities between items and recommend 

similar items to users[3]. 

Collaborative filtering: This type of 

recommender system recommends items to 

users based on the preferences and behavior 

of similar users. For example, if User A has 

similar movie preferences as User B, a 

collaborative filtering recommender system 

would recommend movies that User B has 

enjoyed to User A[4]. Collaborative 

filtering uses data on user interactions with 

items to determine similarities between 

users and recommend items that similar 

users have enjoyed. 

Hybrid recommender systems are designed 

to provide more precise recommendations 

by integrating both collaborative filtering 

and content-based approaches. Apart from 

these, there are other types of recommender 

systems, such as knowledge-based systems, 

demographic-based systems, and 

community-based systems[5]. 

Recently [6], some new recommender 

systems have been proposed and are sorted 

broadly as follows: 

 Demographic  

 Time aware 

 Knowledge-based  

 Community-based 

 Semantic-based  

 Context aware 

However, designing an effective RS system 

can be challenging for several reasons. For 

example, data sparsity occurs when users 

rate only a small fraction of the available 

items. Cold start occurs when a new user or 

item has no rating history, which makes it 

difficult to accurately predict user 

preferences and leads to irrelevant 

recommendations. Scalability is a major 

concern, because as the number of users 

and items in the system grows, it becomes 

challenging to handle the sheer volume of 

data. Diverse recommendations, privacy 

concerns related to protecting users’ 

personal information, trust and user 

satisfaction are also major challenges in 

designing a recommender system. 

In our proposed approach, we aimed to 

recommend a book to the user (student) of 

the college physical library by easing their 

decision-making in choosing a book on a 

particular subject. An engineering college, 

for example, has various branches like 

computer science and engineering (CSE), 

electrical engineering, electronics 

engineering, civil engineering and 

mechanical engineering. Each branch has 

different subjects for its coursework, and 

each subject has books by different authors 

[7].  



An Analytical Insight into Dataset Preparation and Analysis of a Physical Library Dataset 

for a Recommender System Design 

 

Section A-Research paper 

 

 

89 
Eur. Chem. Bull. 2023,12(Special Issue 9), 87-98 

 

 

The association rule approach was used in 

this research, in accordance with book 

classifications, to identify the link between 

books individuals were interested in 

reading and their availability [8]. This 

technique of suggesting books could be 

useful to users in searching for books and 

also improve search outcomes. It not only 

increased the efficiency of the physical 

library but also helped lower its 

maintenance cost. Additionally, it assisted 

users in browsing the extensive range of 

books on display and may have also 

encouraged individuals to develop a greater 

interest in reading[9]. 

The timestamps of activities indicate the 

temporal characteristics of the user’s 

choice. When compared to other context 

dimensions, time has the benefit of being 

easier to record, as almost every electronic 

device has a clock that can record the 

timestamp of an interaction. An alternate 

method used by several researchers is to 

include temporal information. In this 

method, we used timestamp data to improve 

the effectiveness of the book 

recommendation system in libraries. 

Timestamp information can be used for a 

variety of purposes: 

(1) Some studies simply included time as a 

context, such as daytime, evening time or 

the weekend. 

(2) As user preferences change over time 

and the user rating for a book tends to 

decrease, some studies used the rating’s 

aging factor in recommending books. 

Hybrid recommender systems have been 

demonstrated to perform better than single 

recommendation ones in many different 

applications. These systems are used 

extensively in business[10,11]. These 

systems are used extensively in 

business[12]. However, a hybrid 

recommender system can be difficult to 

design and execute without extensive 

knowledge of different recommendation 

methods. Some hybridization methods are 

not order sensitive to application: weighted, 

mixed, switching and feature combination. 

Other hybridization methods – cascade, 

feature augmentation and meta level – are 

sensitive to the sequence in which they are 

applied [13].  

II. RELATED WORKS 

Recommender systems process vast 

quantities of data to provide the active user 

with personalised recommendations. By 

tracking the user’s online purchases and 

inquiries, they maintain and process 

information regarding various 

products/services and the user’s 

preferences, expressed through ratings over 

time. Recommendation systems rely on 

implicitly or explicitly collected data. 

Exhaust data are by-products of user 

activity that may or may not be utilised. 

We can collect explicit data through 

registration forms and profile information, 

online user reviews supplied by users [14–

16]. Together, these data serve as the input 

for RS models that predict user preferences 

[17–19], although the accuracy of these 

models depends on data quality and 

volume. Regarding machine learning 

techniques for processing such data, the 

majority of current recommender systems 

are based on deep learning architectures 

that “provide a robust framework for 

supervised learning.” 

Focusing more specifically on post hoc data 

cleaning, there are many techniques in the 

research literature and many products in the 

marketplace. The space of techniques and 

products can be categorised fairly neatly by 

the types of data they target [20,21]. Data 

cleaning techniques are classified by data 

type. Quantitative data are whole numbers 

or floats that quantify quantities of interest. 

Categorical data are names or identifiers 

that organise data into groups or categories. 

Identifiers or keys are a subset of 

categorical data that uniquely identify 

objects or properties[22]. 

Preprocessing is also an important 

component of a typical text classification 

framework. The evaluation was conducted 

using all conceivable combinations of the 
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preprocessing tasks, accounting for several 

factors including precision, domain, 

language and dimension reduction [23,24]. 

Extensive experimental analysis revealed 

that appropriate combinations of 

preprocessing tasks significantly enhanced 

classification accuracy, while inappropriate 

combinations degraded it. Consequently, 

the preprocessing phase is as crucial to text 

classification as feature extraction, feature 

selection and classification[25]. 

A large dataset contains a several well-

organised rows and columns. However, this 

is untrue of data, which typically arrives as 

text documents and unstructured datasets. 

In the real world, information originating 

from an application is typically noisy, 

contains some errors or outliers, is 

incomplete, lacks attribute values and is 

inconsistent, consisting of code or name 

discrepancies. Data pre-processing is a data 

mining technique that transforms 

unprocessed data into an understandable 

format and is a crucial stage in the machine 

learning process, which cannot comprehend 

unstructured text-based datasets[26,27].  

III. PROBLEM IDENTIFICATION 

When attempting any sort of data mining, it 

is crucial to remember that data integrity is 

essential. Nearly 80% of extraction efforts 

are frequently spent on enhancing data 

quality. It is possible for the information 

gleaned from the records to be unreliable, 

noisy and lacking in detail. Good data will 

have the following characteristics: accurate, 

comprehensive, consistent, timely, 

credible, interpretable and accessible. Pre-

processing data is necessary to give it the 

aforementioned qualities and make it 

amenable to knowledge mining. The 

issue/return transactional database of the 

library, containing an enormous quantity of 

content and books that cannot be readily 

located by users – primarily, student 

communities – is the root of the book 

recommender system’s design problems. It 

is not easy for readers to track down 

authoritative works on the specific subjects 

that pique their interest. Even if they do find 

the popular books, it is still a hassle to track 

down another book (item) in the same 

subject area; additionally, the chosen book 

as a whole is not available for an issue 

transaction. The necessity to solve this issue 

has inspired this research effort[28]. 

IV. DATASET DESCRIPTION 

In this research, the book recommendation 

dataset was taken from the library book 

(item) and issue/return transaction 

databases. This dataset consisted of 50,152 

transactions rows of five years, where users 

had been issued around 14,000 books 

(items). The data was stored as integer, 

varchar and date/time, in rows and 

columns. Further details about the dataset 

descriptions along with the attributes are 

given in Table I. The database consisted of 

three entities: book details (item), book 

demographic attributes and issue/return 

transactions. Book details consisted of the 

following attributes: account number, 

author, title, publication, edition and 

number of copies as well as volume price 

status. Book demographic consisted of the 

following attributes: name, branch, subject, 

author name, text/reference book tag and 

number of copies. Issue/return transactions 

consisted of the following attributes: 

member ID, member name, item number, 

title, accession number, issue date for the 

books, and return date for the books. The 

proposed method efficiently provided 

recommended books with more accuracy. 

Demographic data was provided based on 

book tag (text/reference), issue frequency, 

issue span. The attributes of the transaction 

database are listed below. 

A.  Dataset Distribution 

The transaction dataset contains two types 

of information: faculty transactions and 

student transactions from the different 

branches of an engineering college. First, 

faculty and student data are segregated 

using their user ID in a separate file. The 

students’ transactions will help us train the 

model and get recommendations, while 

faculty transactions will help us enhance 

the recommendations by selecting the most 
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appropriate book for the particular subject 

of the concerned branch. The dataset 

distribution of student transactions is shown 

in Fig. 1. 

Fig. 1 shows the distribution of the book 

based on branches such as civil, CSE, 

electrical engineering, electronics 

engineering and mechanical engineering 

and subsequently by their types – that is, 

text (T), reference (R) and miscellaneous 

(M). Tagging of book type has been done 

explicitly by the faculty member of the 

concerned branch. The subject of the book 

has also been tagged for demographic 

purposes. 

TABLE I 

 ATTRIBUTE ANALYSIS OF THE COLLEGE PHYSICAL LIBRARY DATABASE 

Book Demographic Attributes Transaction database 

Item number Book-Tag (Text/Reference) Member ID 

Book Title Issue Frequency Member Name 

Accession Number Issue Span Item number 

Author  Title 

Publication  Accession Number 

Pages  Issue Date for the books 

Number of copies  Returning Date for the books 

Amount   

Branch   

Subject   

 

 

 

Fig. 1 Branch-wise Distribution of various Book Types 

B. Mapping Of Books into Transaction 

Data 

The entire transaction sample has been 

mapped with the book item information 

table to include the subject, book type and 

total number of copies of that book 

available in the library, which will enhance 

the demographic features of every item 

(book) in the transaction database. Issue 
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frequency count has been taken as an 

implicit rating for applying CF techniques. 

 

V. DATA PRE-PROCESSING 

Data pre-processing is essential to data 

mining, as it involves the preparation and 

transformation of data into a form suitable 

for mining. The process seeks to reduce 

data size, identify relationships between 

data, normalize data, remove outliers, and 

extract features from data. It consists of 

data cleansing, feature selection, missing 

value imputation and data normalization. 

Figure 2 shows the steps followed in data 

pre-processing. 

 

Fig. 2 Data Pre-processing Steps 

A. Data Cleaning 

The first stage in data pre-processing is data 

cleansing. The process involves eradicating 

all incomplete records, noise values, 

outliers and inconsistent data useless for 

mining, as they will influence the mining 

procedure and result in unreliable and 

substandard output. 

B. Missing Values 

If there are unrecorded values in any 

columns or rows, the following can be 

done: ignore the -tuples; manually fill the 

missing values; use a global or particular 

constant, the mean value of an attribute, the 

mean value of an attribute of a particular 

class or the most probable value to fill the 

missing values. In our case, we manually 

filled in the missing values and sometimes 

ignored the -tuple completely. 

C. Feature Selection 

In machine learning, feature selection 

methods have been used for long to identify 

the most pertinent features for classification 

or to eliminate noisy or redundant features. 

When redundant or chaotic features are 

eliminated, simpler, more generalizable 

models can be trained and evaluated in less 

time. For our dataset, we selected only the 

relevant features required to provide 

accurate recommendations. 

D. Timestamp-based similarity measure  

The Pearson correlation or other 

correlation-based similarities are used to 

calculate the similarity ),( dcS  between 

two users, c  and d , or ),( ieS  between two 

things, e  and i . The two most often used 

similarity metrics are cosine based and 

correlation based. Here, similarity was 

calculated between the department and the 

book using the Pearson correlation 

coefficient (PCC). PCC, which is used to 

assess how much two variables are linearly 

related to one another, is defined as follows: 
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In equation (1), 
ecr ,
 represents the client c

’s rating of item e  and 
edr ,
 represents user 

d ’s rating for that exact item. The total 

number of products available is m , and the 

average ratings for item e  are cr and dr . 

The measure’s similarity, however, is 

unable to account for the different actions 

that people take while rating the same thing. 

Some other correlation-based similarities 

are constrained Pearson correlation, which 

is a variation of the Pearson correlation that 
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uses the midpoint rather than the mean rate; 

Spearman rank correlation, which is similar 

to the Pearson correlation but uses ranks 

instead of ratings; and Kendall’s 

correlation, which is similar to the 

Spearman rank correlation but only uses 

relative ranks to calculate the correlation. 

 

VI. PROPOSED MODEL 

In the proposed system, each department 

user receives personalised book 

recommendations based on a hybrid RS. 

The ranking-based system of 

recommendations made the system more 

objective. The hybrid RS increased 

precision and scalability. The input dataset 

was initially pre-processed, and weights 

were assigned to each book attribute. Then, 

using the proposed hybrid RS, they were 

categorised for each department. The 

estimated score was then utilised to 

generate a list of recommendations. 

     

Fig.3 Workflow of the proposed method 

The proposed method is illustrated in 

Figure 3. The initial step involved labelling 

the input dataset with the department name 

as the descriptor. The tagging helped reduce 

the processing complexity required to deal 

with the particular data. Hence, the 

effectiveness of the RS was enhanced. By 

using a pre-processing strategy, it was 

possible to increase the accuracy of the RS. 

After the pre-processing step, the 

Timestamp Pearson Correlation Coefficient 

provided a weight for each book based on 

the timestamp, which included information 

such as the number of times a book was 

issued, the day the book was issued and the 

date it was returned. Hidden Markov 

Discriminant Analysis, which is a Content-

Based Filtering system, and Weighted 

Fuzzy Ranking, which is a CF system, can 

both be included in the concept of the 

hybrid RS suggested here. In the end, a list 

of books to recommend to every 

department was compiled using the scores 

that each book received after going through 

the fuzzy ranking process. The candidate 

can select books as per their interest with 

the help of this excellent recommendation 

list. 

 

VII. RESULT AND DISCUSSIONS 

The proposed approach for an RS was 

implemented on a Python platform and 

compared to extant approaches based on 

performance metrics such as precision, 

mean absolute error (MAE), kappa score, 

and run time. 

A. Performance Comparison with 

conventional techniques 

Figure 4 gives graphical representations of 

the performance attained by the proposed 

method. To demonstrate the effectiveness 

of the proposed method, conventional 

methods such as the hidden Markov model 

(HMM), linear discriminant analysis 

(LDA), CF, and CBF are compared. 
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(a) 
 

(b) 

(c) 

Fig.4 Performance accuracy for the faculty dataset (a) Recommendation accuracy(b) MAE 

analysis (c) Kappa performance 

B. Ranking of Books Department Wise 

This section does an analysis on a monthly 

basis for the faculty dataset, focusing on the 

books that were ranked. The proposed WFR 

approach provided an accurate ranking of 

the books based on the score that was 

generated through the fuzzy ranking. The 

following figure provides in-depth insights 

into the simulation’s results: 
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Fig. 5 Month wise ranking of recommended books for all departments from the faculty 

dataset 

C. Performance Comparison with Recent 

Developments 

We compared our proposed model with 

existing techniques. The performance 

measures used are accuracy, kappa score 

and MAE to evaluate the efficacy of our 

algorithm against existing ones. Table 2 

tabulates the performance obtained by 

existing techniques. From the table, it is 

clear that the proposed method delivers 

better performance in comparison. The 

existing methods are time-consuming and 

have low accuracy due to poor feature 

learning ability and increased over-fitting 

issues. 
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TABLE II 

PERFORMANCE OBTAINED BY EXISTING TECHNIQUES FOR FACULTY 

TRANSACTION DATASET 

Performance 

measure 
SVR[29] LSTM[30] AE[31] Proposed 

Accuracy 94% 93% 94% 98% 

Kappa 81.6% 78.9% 86.5% 
 

97.7% 

MAE 0.28 0.32 0.26 0.077 

CONCLUSION 

The component of the information filtering 

system known as the recommendation 

system is responsible for assisting with the 

prediction of the user's preference of any 

given item. The primary objective of this 

research is to make recommendations for 

which books should be included in a 

personalized library in order to guide 

students in selecting suitable books from 

the various subject areas. At the beginning 

of the process, labelling is carried out for 

each department, and after that, timestamp-

based weighting is carried out for each book 

by making use of the number of days that 

are estimated between issue date and the 

return date and the number of times the 

book is issued. After that, PCC is carried 

out in order to conduct an analysis of the 

differences between the departments and 

the books that relate to them 

correspondingly. In conclusion, the 

HMDA-WFR technique is emphasized so 

that the book can be appropriately classified 

and ranked according to the many 

departments. Python is utilized as the 

platform for carrying out the construction 

of the suggested recommendation system, 

and a real-time dataset sourced from the 

Bhilai Institute of Technology in Durg is 

employed. In the case of the faculty, the 

proposed method achieves an overall 

accuracy of 98% in the experimental 

setting.  
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