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Abstract: 

Video surveillance is indispensable in contemporary business and urban landscapes, playing a pivotal role in 

development, safety, and security. However, the exponential growth of modern environments and the widespread 

deployment of surveillance systems have rendered manual monitoring impractical. To address this challenge, machine 

learning techniques, particularly anomaly detection, have gained prominence.Anomaly detection is crucial in video 

surveillance, complementing object and activity detection. Yet, it is fraught with challenges owing to the unpredictability 

of anomalies and the ambiguity in distinguishing them from normal behavior. Moreover, normal behavior evolves over 

time, compounding the complexity of the problem.This study introduces the Step Incremental Learner (SIL) system, a 

real-time solution that leverages spatial and temporal characteristics to detect anomalies. SIL amalgamates systematic 

learning and active learning techniques, continually adapting to the evolving landscape of normal behavior.The 

computational model employs a spatiotemporal autoencoder to represent typical behavior, featuring Convolutional 

Neural Network (ConvNet) and Convolutional Long Short-Term Memory (ConvLSTM) layers for spatial and temporal 

learning. Anomaly detection hinges on reconstruction error, with predefined thresholds for anomaly identification.Active 

learning, coupled with fuzzy aggregation, empowers SIL to accommodate changing environments and assimilate human 

observer feedback. This dynamic mechanism ensures that SIL continuously enhances its understanding of normalcy.The 

study showcases compelling experimental results, affirming SIL's superiority over alternative methods. Notably, SIL 

consistently outperforms benchmark approaches, particularly on the challenging Ped 2 dataset. The research underscores 

SIL's efficacy across diverse surveillance scenarios, including the detection of bicycles, cars, pedestrians, and crowds. 
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1. Introduction 

Video surveillance has become an integral component of contemporary business and urban environments, playing a 

crucial role in their development, functioning, and sustainability. Video surveillance systems contribute significantly to 

various aspects such as safety, security, organization, monitoring of individuals, processes, and activities. As industrial 

sectors adopt advanced technologies, delve into the cyber world, and adopt energy-efficient layouts, the landscape 

becomes increasingly complex. Moreover, urban areas are experiencing a surge in population, leading to the proliferation 

of multi-story structures, higher pedestrian and vehicular traffic volumes. 

 

The rapid expansion of modern environments, both horizontally and vertically, has led to a substantial increase in the 

deployment of visual security systems like Closed-Circuit Television (CCTVs). However, manually monitoring and 

analyzing every frame of recorded footage is impractical. To address this challenge, machine learning methods have 

been categorized into object detection, activity detection, and anomaly detection. 

 

Anomaly detection is a vital component of video surveillance systems, complementing object and activity detection. 

Detecting anomalies is particularly challenging because these deviations from normal behavior are often unpredictable, 

posing difficulties for human observers as well. Anomaly detection refers to identifying any behavior that significantly 

deviates from what is considered normal or expected.Because of the computational complexity and the processing cost 

of video data, which must take into account both the spatial and temporal aspects, anomaly identification can be a 
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challenging task. In addition, the line that separates behavior that is typical from behavior that is unusual is typically 

blurry, making it difficult to differentiate between the two. Typical conduct that shifts over the course of time and in 

reaction to changing aspects of the surrounding environment adds still another degree of complexity. 

 

Despite efforts to address the limits of computing complexity and video processing overheads, the problem of normal 
behavior changing over time as a result of temporal factors and time remains largely unexplored in the existing body of 

work. This is the case despite the fact that such a problem exists. The authors of this study want to investigate the 
question of why and how normative behaviors shift over the course of history. 

 

The Step Incremental Learner (SIL) approach is one that has been presented as a means of getting around these 

challenges. The SIL is able to detect anomalies in real time by looking at the typical behavior's spatial and temporal 

features in detail. It adheres to the tenets of active learning and structured learning procedures in its instructional design. 

In order to differentiate between normal and pathological behaviors, SIL first acquires a foundational knowledge based 

on the data it has access to. In addition to this, it adapts itself automatically to the changing conditions in order to provide 

accurate anomaly detection. 

 
 

Figure 1: Overview of proposed SIL system 

 
Figure 1 provides a high-level overview of the SIL classification system. At first, the live feed from the surveillance 

cameras is used to feed data into a spatiotemporal model so that it may be used to forecast normal behavior. This may be 

done in order to identify abnormal activity. After that, the trained model is utilized to identify and localize outliers inside 

the time window that was previously determined. During the phase of the anomaly identification process known as fuzzy 

aggregation, the input and expertise of human analysts is leveraged in order to increase the accuracy of the process. This 

feedback loop is essential to the effectiveness of SIL in its ability to detect anomalies since it both accelerates the 

learning process and guarantees that the baseline behavior model is always accurate. 
 

Figure 2: Functional system overview 

 
The following presents a computational model designed for the identification of anomalies in video surveillance. The 
training video stream, denoted as Xtrain, comprises a series of video frames illustrating typical behavior within a specific 

camera perspective. In the real-world scenario, R encompasses the entire video sequence from that camera perspective. 
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During the testing phase, a video feed labeled as Xtest is utilized, encompassing both normal and abnormal video frames 

within R. The objective is to leverage the knowledge gained from Xtrain to construct a representation of typical 

behavior, subsequently applying this model to Xtest in order to detect and categorize abnormalities.In contrast to 

previous research, the SIL technique incorporates two significant improvements: (i) the ability to continually update its 

knowledge based on incoming streaming content, and (ii) a mechanism for incorporating feedback from human 

observers when anomalies are detected, facilitating the continuous learning and refinement of the SIL system. 

 
 

 

 

Figure 3: auto encoder architecture 

 

 
2. Learning with Spatiotemporal Dimensions 

 

The algorithm that is utilized for monitoring cameras has as its end aim the construction of a spatial-temporal model of 

behaviors that are acceptable and permitted based on the information provided by Xtrain. In order to accomplish this, the 

SIL model makes use of a spatiotemporal autoencoder in order to record the visual features of the input video stream. 

Autoencoders rely on unsupervised backpropagation to better match target values with input data so that they can 

minimize the amount of mistakes that occur during the reconstruction process. Convolutional Neural Network (ConvNet) 

layers are used to comprehend spatial characteristics, while Convolutional Long Short-Term Memory (ConvLSTM) 

layers are used to grasp temporal features, and together they make up the spatiotemporal autoencoder in the proposed 

design. 

 
First Layer (the Input): In this layer, the input is given some preliminary processing. The pre-processing stage helps the 

model learn more effectively by increasing its potential to do so. One frame at a time, the data from an input stream is 

reconstructed. Following that, it will be in grayscale. Massive volumes of information are compressed as a result of the 

process. The number of pixels has been cut down to a pitiful 224 by 224. This is then normalized between zero and one 

using the range zero to one. The input consists of sequential frames, which are used to form a temporal cuboid with a 

length of T. Longer-duration motion can be accounted for by increasing the size of the sliding window that is used to 

govern the temporal cuboid; however, doing so results in an exponentially greater amount of time being required for the 

model to converge. 

 
Table I is a listing of the filters and kernel sizes that are used by the SIL model. 

 
Table 1: Spatiotemporal Auto encoder Architecture 

 
In a recurrent neural network (RNN), the layers known as convolution long short-term memory (ConvLSTM) are 
responsible for processing input sequences by storing information regarding the data in question in a memory.Long 

short-term memory (LSTM) units make the RNN's generic building blocks, also known as neurons, more effective. A 

cell, an input gate, an output gate, and a forget gate are the components that make up an LSTM unit.The input gate is 
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responsible for determining the acceptable range for an input value. The output gate determines how long the currently- 

selected input value is utilized in the computation that activates the unit, whereas the forget gate determines how long the 

values from earlier time steps are stored in the unit. Both gates are controlled by the same set of inputs and outputs. The 

information that is saved in the cell can be maintained for an endless amount of time. 

 
Despite the fact that it was designed for modeling long-range temporal correlations and is commonly used for this 

purpose, the LSTM has limitations when it comes to dealing with geographical data because it does not preserve spatial 

information in the transitions between its states. However, in order to properly detect anomalies, it is necessary to 

acquire the temporal regularity of the surveillance video stream while simultaneously preserving its spatial organization. 

As a result, we use a variation of LSTM known as convolutional LSTM (ConvLSTM), which incorporates convolution 

structures into both the input-to-state transitions as well as the state-to-state transitions. The ConvLSTM is able to work 

around this constraint because it constructs its inputs, hidden states, gates, and cell outputs as three-dimensional tensors. 

The third dimension represents the spatial dimension, which enables the network to function normally despite the 

restriction. In place of traditional matrix operations, it makes use of the convolution operator for both its inputs and its 

gates. In order to facilitate the extraction of spatiotemporal characteristics from input frame sequences using the 

ConvLSTM, some modifications have been made. These equations serve as a representation of the ConvLSTM model. 

 
 

3. Anomaly Detection and Localization 

 
The SIL model offers a means to obtain a pixel-level assessment of the normalcy of input video data. However, because 

the training phase lacks samples of such images, the trained autoencoder cannot accurately reproduce anomalous or 

previously unseen sequences. This phenomenon is harnessed to analyze and detect irregularities within the input footage. 

 
The computation of the reconstruction error (E) involves taking the square root of the sum of squared vector values, as 

illustrated in the equation below. Here, X represents the input temporal cuboid, X' is the regenerated temporal cuboid, T 

denotes the time window, w stands for width, and h signifies the height of the video frame. 

 
The reconstruction error serves as a metric to assess the abnormality of each temporal cuboid. To distinguish between 

normal and abnormal behavior, an anomaly threshold (Θ) is established. In real-world video surveillance applications, 

human observers may select an appropriate threshold based on the desired sensitivity level for the surveillance task. A 

lower Θ value would result in heightened responsiveness, potentially leading to more frequent alerts. Conversely, a 

higher Θ value would reduce sensitivity, potentially causing the system to overlook subtle anomalies within the 

surveillance area. 

 
Additionally, we introduce a temporal threshold (τ), defined as the minimum number of consecutive video frames 

exceeding τ required to identify an event as an anomaly. This threshold helps prevent false-positive anomaly alerts 

triggered by abrupt changes in the surveillance video stream, such as occlusion, motion blur, or intense lighting 

fluctuations. Figure 4 provides an overview of the anomaly detection approach based on reconstruction error. 

 
 

Figure 4: Anomaly Identification 
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4. Active Learning with Fuzzy Aggregation 

In the context of real-world video surveillance scenarios, active learning plays a pivotal role in facilitating the detection 

of anomalies within ever-evolving situations. Our objective is to train the learning model to recognize acceptable typical 

behavior, as determined by the anomaly detection process using the previously outlined deep learning model. However, 

in dynamic environments characterized by unexpected new normal behaviors and the transformation of existing 

abnormal behaviors into normal ones, it is crucial for the detection system to adapt and identify these novel instances. 

SIL addresses this challenge by leveraging fuzzy aggregation to continually train the learning model to recognize 

unknown or newly emerging normal behaviors relevant to the current surveillance scenario. 

 

This approach draws inspiration from the human brain's ability to construct a foundational knowledge base that 

continuously evolves as new information becomes available. Initially, SIL is trained using pre-identified typical 

behaviors within the monitoring environment and subsequently employed to detect anomalies. If a video frame is flagged 

as an anomaly, it signifies that the training error of the input cuboid exceeds the anomaly threshold. These flagged 

frames are then subjected to validation by a human observer. 

 

The input from human observers serves the purpose of proactively feeding the learning model with continuously 

evolving normal behavior. Consequently, if a detected video frame is determined to be erroneous by the human observer, 

it is classified as 'normal,' and this information is integrated into the ongoing learning process. Following human 

observer input, the video frames labeled as 'normal' are used to continually train and enhance the SIL model's 

understanding of the concept of normalcy. 

 

As depicted in the illustration, the SIL model undergoes continuous updates through two primary mechanisms: (i) the 

incorporation of spatiotemporal data from the continuously received surveillance video stream and (ii) active human 

observer input regarding observed anomalies. To ensure consistency and stability throughout the learning iterations, the 

SIL model's continuous learning is augmented by fuzzy aggregation of video frames. 

 

During the detection phase, all video frames are assigned a fuzzy measure denoted as 'g,' which depends on their 

reconstruction error. These frames are then categorized into a limited number (n) of sets based on their 'g' values. The 

method subsequently selects the 'k' video frame cuboids with the highest 'g' values from each set of fuzzy measurements 

to train the SIL model during the continuous learning phase. The values of 'k' and 'n' are initially determined based on the 

duration of the video surveillance stream utilized for continuous learning, as defined by the equation specifying the scene 

selection for continuous training. 

 
 

Figure 5: Active Learning using fuzzy aggregation 

 

 
The dataset used for regular training iterations currently includes two key components: (i) human-verified false positive 

detections and (ii) temporal cuboids extracted from normal behavior using fuzzy aggregation. This combination ensures 

that the detection model remains updated to capture novel normal behaviors while maintaining stability in recognizing 

previously known normal behaviors. The effectiveness of this fuzzy aggregation technique has been demonstrated in 

continuous learning scenarios for IoT stream mining, text mining, and video stream mining, preserving a balance 

between stability and adaptability. 

 
Following the scene selection process, the SIL model undergoes continuous training using the selected representations 

from the input video data. This process results in an updated model that reflects the most recent expected and acceptable 

behaviors within the surveillance environment. The enhanced SIL model is then employed for future anomaly detection 

tasks.The CUHK Avenue dataset was constructed using a stationary 640x360-pixel video camera capturing pedestrian 

movement at City University of Hong Kong. This compilation comprises 16 training videos depicting typical human 

behavior and 21 videos showcasing behaviors considered abnormal. Common sidewalk behaviors observed include 
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littering, walking toward the camera, strolling on the grass, and discarding items.The UCSD Pedestrian Dataset, focusing 

on two pedestrian paths, consists of videos with dimensions of 238x158 pixels. This package includes two datasets, Ped1 

and Ped2, representing various crowd scenarios ranging from sparse to dense. The training video examples in Ped1 

primarily depict people walking, while the test dataset contains samples of pedestrians crossing sidewalks, grassy areas, 

and vehicle-related activities. Ped1 comprises 34 training video samples and 36 test videos, while Ped2 includes 16 

training videos and 12 test videos. 

 
The experimental setup is as follows: 

1) Initially, the efficiency and accuracy of the proposed spatiotemporal autoencoder for anomaly detection are tested 

using three standard datasets. 

2) Next, we evaluate the continuous learning potential of the ISTL model using the UCSD Ped1 and Ped2 datasets, 

reclassifying previously identified anomalous events as normal. 

3) Finally, we conduct a runtime examination to demonstrate the real-time processing capabilities of our algorithm. 

 
Preprocessing of input samples involves resizing all samples to a dimension of 224x224 pixels and normalizing pixel 

values to a range between 0 and 1. The choice of a temporal cuboid depth, T=8, is based on the frame rate of the training 

data, corresponding to approximately one-third of a second. This selection balances the capture of motion between 

successive frames while mitigating model complexity due to an excessive number of input cuboids. In cases where the 

input surveillance data has a lower frame rate, longer motion can be recorded with shorter temporal depths. 

 
In the course of this experiment, a learning model was trained using a learning rate of 0.01, and it required 1500 

iterations to complete the process. It was determined that stochastic gradient descent was the best method for optimizing 

the spatiotemporal autoencoder model, and mean squared error was chosen as the metric to utilize for quantifying 

reconstruction loss. We stopped the training when there was no longer any improvement in the loss, which prevented the 

model from getting overfit and allowed us to avoid this problem by using an early stopping regularization strategy. The 

training procedure consisted of three successive rounds, each of which split the available data in the proportions of 60%, 

20%, and 20% respectively. During the active learning stage, the reconstruction error was utilized as the fuzzy measure 

that was utilized. A temporal threshold and an anomaly threshold were utilized in order to detect and localize any 

anomalies that may have been present. In order to discover the optimal parameters for each dataset that was utilized in 

our testing, we investigated a range that went from 1 to 9. 

 
5. Results - Anomaly Detection 

 
Anomaly detection was conducted using three feature-based methods and four distinct deep learning approaches. The 

first method, proposed by Mehran et al., focuses on identifying abnormal crowd behavior by implementing a social force 

model. The second method, introduced by Kim and K. Grauman, utilizes the Markov field for anomaly detection. In 

order to evaluate anomaly detection, the first two approaches, which use social force and Markov random field 

principles, are integrated into the third approach using this method. In this combination method, the terms "anomalies" 

and "outliers" are used interchangeably.The following is an explanation of the deep learning models that were utilized 

for the purpose of evaluation. First, the feed-forward model that was proposed by Hasan et al. is a convolutional model. 

This type of model learns attributes and classifiers simultaneously through the use of an autoencoder component. 

Anomaly localization and identification in the process incorporate both the anomaly threshold and the temporal 

threshold. To determine the optimal λ value, a range spanning from 0 to 9 was explored for each of the three datasets.  

Interestingly, it was observed that the optimal λ value varied across the three datasets. This discrepancy can be primarily  

attributed to differences in camera positioning during image capture for each dataset. Some datasets involve close-range 

image capture, while others were taken with the camera positioned farther from the scene. 

 
 

Dataset Optimal AUC/EER Anomaly Threshold(µ) Temporal Threshold(λ) 

Pad 1 67.4/19.3 0.36 5 

Pad 2 92.5/7.7 0.41 9 

Avenue 79.8/19.2 0.31 2 
 

Table 2:Selection of Anomaly Threshold and Temporal Threshold 
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Table IV: Anomaly Detection for Cycling Scenario 

Dataset Prior Active Learning After active Learning 

UCSD Ped 1 11/14 3/14 

UCSD Ped 2 5/7 2/7 

 
 

 

Figure 5.6 Anomaly identification using Ped 1 dataset 

 

Figure 5.7: Anomaly identification using Ped 2 dataset 

 

 

 
Figure 5.8: Anomaly identification using CUHKAvenue dataset 
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Conclusion 

The performance of the deep learning models was evaluated using metrics such as Equal Error Rate (EER), Area Under 

the Curve (AUC), and frame-level Receiver Operating Characteristic (ROC) curves. In summary, our approach 

outperforms all manual methods and achieves comparable performance to deep learning representation-based methods 

when applied to the Ped 1 and Avenue datasets.Furthermore, our proposed SIL technique surpasses all similar models, 

including the benchmark Conv-AE (2016) approach, when tested on the Ped 2 dataset.Figure 1 illustrates a qualitative 

analysis of localized anomaly patches.In the UCSD Ped 1 dataset, SIL successfully identifies anomalies such as bicycles 

and cars on pathways, pedestrians crossing paths, gatherings of crowds, and pedestrians pushing trolleys. We specifically 

examined scenarios involving bicycles on pedestrian walkways from the UCSD Ped 1 and Ped 2 datasets to showcase 

SIL's active learning capability. As these scenarios are considered normal, all bicycle anomaly detections were 

categorized as such. 
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