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Abstract:  Content-based image retrieval (CBIR) has gained significant attention in recent years due to 

the exponential growth of digital images and the need for efficient image search and retrieval systems. 

Deep learning, with its ability to automatically learn hierarchical representations from raw data, has 

emerged as a powerful tool for CBIR tasks. 

This paper proposes a CBIR system by merging DarkNet-19 and DarkNet-53 information for logo image 

retrieval. Experimentation is done using the Flickr Logos-47 dataset. The results revealed a significant 

enhancement in the retrieval results in terms of precision as compared with the standard image retrieval 

methods and the Deep Convolutional Neural Network(DCNN). 

   

1. Introduction 

 

An application of machine vision called image retrieval looks for related images 

within a group of images. It is extensively employed in daily life as well as a number 

of preservative computing and machine vision fields. Number of approaches have 

been accumulated as a result of decades of research and development. The three main 

kinds of image retrieval techniques are text based image retrieval [4], semantics based 

image retrieval [6] and CBIR [5]. In text-based image retrieval, text annotations are 

used.  Without manual annotations, this type of retrieval process is poorly handled, 

and such methods neglect the visual content of the image and thereby lose sensory 

information. Traditional content-based image retrieval frequently makes use of low 

contrast characteristics including color features [7], GIST, texture features [8] and 

edge features [7].  

  Deep learning's improved feature learning capability and hierarchical 

representation of features have recently had an influence on and altered almost each 

field of computer vision, impelling and transmuting people's lives. This development 

and   influence is being driven by the widespread use of deep learning concepts in 

research. In a range of tasks requiring computer vision, such as image recognition 

[11], object detection [12] and image classification [10] deep learning offers a number 

of benefits. Deep learning's outstanding performance in machine vision applications is 

fast changing and influencing human life. Several renowned companies, including 

Microsoft Google and Facebook as well as some renowned start-ups, have developed 

deep learning technologies and research centers. These businesses have 
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commercialized technologies such as video analytic technology, vision-based 

technology, driver technology, aided driving and facial recognition leading to 

improved functioning and a slow change in people's lifestyle. Deep learning has also 

had an influence on the fields such  as Machine Learning, Natural Language 

Processing etc. 

 The convolutional neural networks (CNN) performance, in particular, has 

improved as a result of deep learning, which has a significant influence on the 

research in computer vision. Due to difficulties in image categorization on 

ImageNet datasets, CNN performance has improved recently.  Alexnet, VGG, 

Googlenet, and Resnet are a few notable CNN models that have been 

proposed. As model depth increases, newly proposed models update the 

database of image categorization jobs. Generally, pre-trained CNN employing 

ImageNet datasets can be used right away for applications like feature 

extraction of images. 

 

Given that CNN has shown strong feature encoding abilities, network learning through 

the ImageNet classification task has roughly invariance and can be employed to a 

varied kind of applications with related image database. Due to the overall 

advancement of deep learning models and the significance of extraction of features in 

Content Based Image Retrieval(CBIR) systems, we present visual features in CBIR 

learning model by means of convolutional neural networks (CNN). The suggested 

CNN utilizes this knowledge to image retrieval by learning key features extraction 

from the given dataset of images. 

2. Related Work 

The authors in [1] measured the degree of resemblance between two logos. 

This is accomplished by creating a database of logo images that is saved and 

derived from different sources of existing logo image data. The authors used 

Content Base Image Retrieval (CBIR) method to search images from database 

using Convolutional Neural Network (CNN) type Residual Network (ResNet-

18). 

  Images are typically stored in a compressed manner to reduce their storage 

sizes since remote-sensing (RS) picture archives are continually expanding. 

Therefore, the majority of content-based RS image retrieval systems in use 

today require complete picture decoding (i.e., decompression), and are 

computationally required for large-scale archives. In order to solve this 

problem, authors in [2] developed a revolutionary method known as SCI-

CBIR, which stands for simultaneous RS image compression and indexing. 

The suggested SCI-CBIR eliminates the demand for RS image decoding prior 

to image search and retrieval. 

   The authors in [3] introduced the SegNet architecture, a useful deep fully 

convolutional neural network designed for semantic pixel-wise segmentation. 

An encoder network, a related decoder network, and a pixel-wise classification 

layer make up the core trainable segmentation engine.   The network converts 
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full input resolution feature maps from low resolution encoder feature maps 

for pixel-wise classification. 

In the initial attempt at deep learning image retrieval, training was given to 

the deep autoencoder [13]. The deep autoencoder is trained using a Deep 

Belief Network (DBN)[14] and then evaluated on a small image 

dataset[14]. Since then, image categorization has seen considerable 

advancements thanks to deep learning, particularly the CNN[10]. The 

researchers claim that there is a great level of generality in the CNN model. 

The CNN model created for picture classification could be successfully 

used for various applications requiring recognition [[15], [16], [17]]. Due 

to CNN's universality, its influence on many facets of computer vision has 

continuously increased. The first CNN-based image retrieval challenge was 

completed in [18], however the outcomes were not adequate. The 

performance of CNN methodologies that of VLAD encoding on the basis 

of traditional SIFT and BoW when there is more spatial information 

available. In addition to improved retrieval efficiency, "multi-scale 

ordereless collection" (MOP) [19] combines images blocks with numerous 

scales rather than CNN properties extraction from the whole image. 

Alternatively, this method has trouble estimating the window size. Academics are 

now looking for ways to CNN properties extraction. Few pooling strategies, like 

R-MAC [21], methods for spatial and channel-aware weighted pooling [22] and 

max-pooling [20] were created by repurposing ideas from the original CBIR 

structure. Consideration of each local feature within the 3 Dimensional array with  

its dimension of depth called "super SIFT" is a more usual CBIR-like technique. 

Then, known VLAD or Fisher vector models are used to encrypt these chosen 

features, and the values of encoding are combined on the feature map [[19], [23]]. 

As an alternative to traditional CBIR, spatial search method based upon deep 

feature is represented. [24]. 

Another method to learn improved representations is to fine-tune CNN using 

new datasets and cutting [[25], [26], [27], [28]]. Although retrieval performance is 

excellent, it takes time to gather and categories new datasets. This is because in order 

to train the network, additional datasets relevant to a certain picture retrieval task must 

be gathered, and careful data selection or cleaning procedures must be used. Two 

recent works [25] and [26] for the retrieval of photographs of iconic buildings used the 

fine-tuning method. These two pieces of work both rely on additional datasets. [25] 

uses the labelled datasets that were retrieved from the Web via a search engine, but in 

their cleanest form. 

   The literature study discussed above gives a fundamental understanding of the 

creation of deep learning models, the progress of image retrieval techniques, and 

current developments in image retrieval mechanisms using Deep Learning. It helps 

with concentration on several important research concerns. The remainder of this 
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article is structured as follows. In Section 3, an introduction of two models: DarkNet-

19 and DarkNet-53, which are used extraction of features and measuring similarity 

among the images is proposed. The proposed method is presented in Section 4, and the 

experimental findings and performance analysis are discussed in Section 5.  Section 6 

presents final observations and conclusions. 

 

 

3.Prefaces 

 

Recent studies have shown that CBIR methods based upon CNN gain superior low-level 

feature extraction techniques and produce superior outcomes. Numerous neural 

connections in 3-dimension height, breadth, and depth make up each CNN layer. 

I) DarkNet-19 

In order to classify objects, the Darknet-19 model [29] uses YOLOv2, this consists of 

nineteen conv2D layers, five max-pooling layers, and a soft-max layer. The Darknet-19  

is a neural network framework built on CUDA and written in C. It swiftly recognizes 

objects; this is essential for  prediction in real-time application. This network employs 

1000 diverse class images to categorise. Consequently, the model has gained knowledge 

about specific image features by classifying a variety of image sets. The network can 

accept images up to 256x256 in size. 

II)  Darknet-53 

Since the key feature extraction technique of the real-time entity identification network 

YOLOv3(You Only Look Once), Darknet-53 was presented in 2018. This model's 

objective is feature extraction of an image given as input. The main idea of this network 

can be formulated as a combination of the residual module and the basic feature 

extraction of YOLOv2. This model comprises five repeating blocks, each of which has 

two convolution layers (sized 1 and 33) and one residual layer on top of them.  It has 53 

convolutional layers, followed by a batch normalisation layer and a Leaky ReLU 

activation layer for each one. 

Multiple image filters are convolved using the convolution layer to create a variety of 

feature maps. The maps of feature are down sampled with a convolutional layer using 

stride 2 and there is no pooling.  It helps reduce loss of low-level features, which 

pooling is commonly associated with.  As seen in the image,  1000 totally linked layers,  

an  activation function, SoftMax and the Average pool layer could be included if 

classification like that in ImageNet was the intended outcome. The proposed work is 

focusing upon extraction of the pertinent images from the group of  logo images. 

 

 

III) Principal Component Analysis(PCA) 

By condensing a vast number of possible outcomes into a small subset while keeping 

the rest of the data from the original set, PCA is a dimension-reduction approach that is 
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widely used to reduce the dimensions of enormous amounts of data. Data in the form of 

a p-dimensional variable, such as v = (v1,...vn), can be stated in a lower dimension, such 

as d = (d1,..., dm), where m <n. The objective of PCA is to retain as much information 

as possible while reducing the number of alternatives in a data set.   

Input    J  ∈ Rnxm     ….(1) 

 

 Here J denotes Images Features.  Rows of J has observation and columns contains 

variables. 

 

 

Coe f f =pca(J) 

                J =J X coe f f       ….(2) 

 

 The dimension of coefficient matrix is m X m.  Each column in coefficient contains a 

major component values and the columns are arranged in descending order by element 

variance. Data is automatically centered by PCA, which employs the SVD method. It 

calls for the rectangular matrix M  (where  J is n X m). 

 

                       
        ….(3) 

 

Here, 

X 
T 

X =        

 

and  Y 
T 

Y =        

 

i e X and Y are orthogonal. 

 

 

The first step in SVD calculation is the calculation of eigenvalues and eigen vectors of  J 

J 
T   

  and J 
T 

J.  The columns in Z  contains   J 
T 

J eigenvectors., and  columns in X  

contains   J J 
T   

   eigenvectors.  Additionally the singular values in Y represents   eigen 

values square roots from J J 
T   

 or J 
T 

J.    

 

4.Proposed CBIR system 

The proposed framework is a CBIR system for color logo images through fusion 

of features. The conventional method manually chooses many pieces for fusion 

after extracting the image’s texture, color or other significant aspects. The 

drawback of this approach is that the same attribute affects picture retrieval 

differently in other datasets. In advance of image retrieval operations, it might be 

challenging to determine the features best appropriate for the particular datasets 

and the optimum features combination.  Different combinations over the  entire 
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datasets  can be tested to improve the outcomes, but the process is extremely time-

consuming, inefficient, and unstable. 

 

In this study, we use the pre trained DarkNet-19 and DarkNet-53 models to extract 

picture features. The extracted features are combined to create a vector with new 

feature. We use the last convolutional layer in DarkNet-53, which is linked to 

every input neurons and preserves spatial information, to extract features. The 

average pooling layer, known as "Avg 1," is employed in DarkNet-19 as a feature 

extraction layer, producing a vector with new feature. 

 

5. Experimental Framework 

5.1 Background 

A Logo image retrieval framework must be able to find images that match a given query 

by grouping them according to similarity. By selecting just, a small subset at the top of 

the list, the logo examiners would be able to determine whether it contains images that 

are sufficiently similar to the query. The straightforward criterion for evaluating a logo 

image retrieval system is to determine its ability to successfully and effectively achieve 

this goal. 

5.2 Database Selection 

How to obtain trustworthy datasets for conducting experiments is one of the most 

important considerations when creating any image retrieval system because all results 

and outcomes depend on this dataset. A fair experimental dataset must be obtained in 

order to produce results that can be trusted. There are two ways to access this 

information. The first choice is to obtain information from a group of subject-matter 

experts (Logo examiners in the application sector), and the second choice is to gather 

information from a somewhat broader group of human subjects.  The experimentation in 

the suggested framework were carried out utilising a FlickrLogos-47 logo dataset as 

described in the following table Table1. 

 

Table 1: Details of the Flickr Logos datasets used in the experimentation 

 

Datas

et 

Total No. 

Images 

Brand Class 

FlickrLogos-47 

Dataset 

9200 47 47 

  

 

5.3 Description: 

The dataset FlickrLogos-47 contains images of logos from popular brands and is 

intended for testing logo detection and recognition software on real-world images. It is 

constructed from the FlickrLogos-32 dataset images  that have undergone re-annotation 
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to correct mission annotations and add new classes. There are 47 distinct classes for 

logos containing the brands like Adidas (Symbol), Adidas (Text), Aldi, Apple, Becks 

(Symbol), Becks (Text), BMW, Carlsberg (Symbol), Carlsberg (Text), Chimay 

(Symbol), Chimay (Text), Coca-Cola, Corona (Symbol), Corona (Text), DHL, Erdinger 

(Symbol), Erdinger (Text), Esso (Symbol), Esso (Text), Fedex, Ferrari, Ford, Foster's 

(Symbol) and Foster's (Text) etc. 

Some sample trademark images used in the framework   from FlickrLogos-47 Dataset 

are represented in Figure 1.1.  

                                               

                                          
 

Figure 1.1: Sample Logo images from FlickrLogos-47 Dataset 

 

   

The experimental steps in the algorithmic form are illustrated as follows: 

 

 Algorithm 1.1 image Retrieval Algorithm: 

 

  Input: The QI-designated query Image. By using DBimg, an image database is 

identified. N represents the overall number of images. 

Output: R How many relevant images were found for QI? 

i)  N: overall picture count in DBimg 

ii) For j = 1 to N  

     an image  ∈             

                Resize image to 224 by 224 pixels. 

        Utilizing the activation of the two models of N images from DBimg, extract 

high-level features. Create a database index,  DB Index utilizing the generated 

features for all of the images. 

iii) Feature Extraction of  QI  

iv) Feature Reduction using PCA. 

v) For each image in the DB Index 

     Compare the query image's  feature  with every image in the DB Index using 

the similarity measure. 

vi) Arrange the pertinent images according to QI features 
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vii) Retrieve R closed images for the given QI. 

 

 

6. Retrieval Results 

Top ten retrieved images for an input query are depicted in Table 2.  

 

                 Table 2: Output Retrieved Images (top 10) for the given query image 

 

 

The experimentation is evaluated using the precision and recall evaluation parameters 

and can be defined as follows:  

 

Precision = TP / (TP+FP) 

 Recall = TP / (TP+FN) 

where:  

TP = True Positive: case was positive and predicted   

positive  

TN = True Negative: case was negative and 

predicted negative  

FP = False Positive: case was negative but predicted 

positive 

FN = False Negative: case was positive but predicted negative. 

 

Table 3 depicts the results in terms of average precision for sample 10 query 

images using the DarkNet-19 model  and the  DarkNet-53 model and proposed 

framework and the results in terms of average recall are presented in Table 4. 

 

 

 

 

 

INPUT  QUERY 

IMAGE 
OUTPUT RETRIEVED IMAGES  
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Table 3. Retrieval results in terms of average precision for sample 10 query images 

Query Iamge DarkNet-19 DarkNet-53 Proposed Method 

 

80.75 81.4 84.9 

 

79.8 82.9 86.5 

 

91.3 93.7 94.7 

 

89 90.4 92.5 

 

92.7 89.9 91.7 

 

95.4 97.8 95.4 

 

98.7 89.9 93.8 

 

92.3 95.7 89.9 

 

93.9 96.8 96.7 

 

95.9 93.2 97.1 

Average 81.4 91.17 92.32 

 

Table 4. Retrieval results in terms of average recall for sample 10 query images 

 

Query Iamge DarkNet-19 DarkNet-53 Proposed Method 

 

15.35 15.02 19.53 

 

15.05 16.73 19.54 

 

17.17 18.97 18.3 

 

19 19 18.8 

 

18.45 18.9 19.9 

 

17.34 19.98 19.8 
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18.45 19 18.8 

 

19.02 18.93 19.08 

 

19.98 19 19.9 

 

18.9 19.24 19.43 

Average 17.871 18.477 19.31 

 

 

The suggested framework by employing the fusion of features mechanism 

through the DarkNet-19 model and the  DarkNet-53 model has outperformed  

in terms of  average precision  when compared with the existing deep learning 

based models as shown in Table 5. 

 

Table 5. Relative analysis with other deep learning models 

 

7.Conclusion 

 

The aim of this study is to develop a system using multi-feature fusion mechanism 

for enhancing CNN illustration of feature, ensuring accurate images retrieval in the 

CBIR system for Logo images. A major issue in CBIR is feature extraction and 

representation because it is so diligently tied to perception of human. The 

Euclidean distance is employed to find relevant images within the dataset of Logo 

images. In the suggested method, we combine the darknet-19 and darknet-53 

feature vectors to produce a new feature vector for logo images retrieval. The 

FlickrLogos-47 dataset was used in this experiment, outperforming other models 

in terms of retrieval results when evaluated on the basis of average precision and 

average recall. 

 

 

 

Results/ 

Deep 

Learning 

Model 

AlexNet[17] VGG16[10] ResNet[30] GoogleNet[31] 

Modified 

AlexNet   

[32] 

Proposed 

Framework 

Average 

Precision 
76.22 89.08 93.27 95.61 92.37 92.32 

Average 

Recall 
41.58 58.7 71.99 79.43 70.92 19.31 
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