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Abstract: 

Due to technology upgradation huge data is accumulating in the server from various devices very rapidly, even 

though acquired data to be organized in an effective manner is a challenging task. Withrespect to the data classification 

machine learning approach is very efficient.This paper presents a technique for extensive data processing, which utilizes 

a repetitive deep learning neural network, based on cat-ant swarm optimization approach.  This algorithm integrates the 

ant-lion optimization and cat-swarm optimization techniques. 

The proposed methodology in the paper encompasses the map-reduce programming technique in Big-data 

framework, is to classify the input data. The Pearson correlation method is utilized in the feature selection process, 

where, outcome of the suggested approach is derived from the comparison of the established classification techniques, 

i.e. the outcome is derived from Binary Particle Swarm Optimization algorithm, Whale Optimization algorithm, and 

Wolf-based Correlative Naive Bayes classifier. 

Cat-Swarm optimization approach derived from neural network, which employs iterative deep learning 

techniques, it leads to enhance the outcomes of the system. While evaluating the attack detection systems, it assess 

several parameters, but they are very decisive in the comparison of such systems, like, precision rate, recall rate,attack 

detection rate, accuracy in attack detection and operational time. Finally result set have been tabulated and depicted 

using graphical representations.  

 

Index Terms: Big data, cat-ant swarm, ant lion, optimization, map-reduce, person correlation, deep learning 

 

 

1. Introduction 
An adversary could potentially introduce malicious profiles into the collaborative recommendation system, but it 

artificially inflate their products' ratings in the market, thisevent can be traced by the recommendation system, it innate 

frailties and openness, even though this activity are to be blamed[1]. Various methods are available for detecting this 

kind of attack, and each of them uses a unique piece of information gleaned from the users' profiles. The objective of 

improving the precision regarding on attack detection is notyet accomplishedcompletely, right now various new 

techniques have been emerged in these years, so that it is very easy to differentiate between malicious attacks and fake 

users in the decisive systems.  
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Despite with these advancements, a considerable amount of time is still required in order to detect attacks within 

recommendation systems[2]. The feature extraction method is a very important approach, it is very cable to identify any 

type attacks, i.e., based on the relevant user characteristics,Feature extraction approach is identify the order to make the 

process of detecting attacks easily. The AdaBoost Incremental Partitioning around Medoid Clustering (GAIP-AMC) 

method was developed, in order to identify the profile injection attackinstances within the collaborative 

recommendation system[3].  

MEMF-GEBSVC is a method developed to detect profile injection attacks in collaborative recommendation 

system. This method uses Multivariate Empirical Mode Decomposition and Gradient Support Vector Entropy Boosting 

Classifier. MEMF-GEBSVC is designed to detect profile injection attacks with fast and accurate, where MEMF-

GEBSVC approach analyzes the MovieLens 1M dataset[4]. MovieLens 1M dataset finds the user ratings of many films. 

MEMF-GEBSVC involves two steps.  

 Multivariate Empirical Mode Decomposition (MEMF) extracts data features, where IMFs can be extracted 

during the process. After selecting the features, categorize them based on user’s profile to check for legitimacy 

or attack.  

 GEBSVC detects profile injection attacks, where weak support vector entropy classifier naming on user profiles, 

where each weak learner output has a loss function; it alters the weak classifier weights. The classifier with the 

lowest loss among less capable learners is the most reliable.  

A robust classifier can be used to find the genuine user profiles from malicious one, it allows collaborative 

recommendation systems to detect profile injection attacks[5].  

Big data has a massive volume of data, its main characteristics are identified with ―4 V representation", i.e., variety, 

volume, veracity, and velocity, so big data is highly distinguished from other frame works. Big data's biggest challenge 

is diversity; this approach includes text, images, and video [6]. Big data is defined by its size, type, and data generation 

rate. Data parallelism and distributed processing are two key strategies to managing large amounts of data; it divides a 

large database into n number of subsets and processes each subset using one of the n methods. The subsequent 

procedure addresses the challenges of extensive data sets by utilizing the MapReduce programming framework. 

MapReduce is an algorithm and framework developed by Google[7].  

While combining Map Reduce algorithm and distributed file system it make, much more simpler to manage the 

processing of large amounts of data across a network of systems. In data mining, the current methodology is regarded as 

an additional parallelization method, specifically for Message Passing Interface (MPI), because of its fault-tolerant 

mechanism in the network, i.e., MPItypically takes a significant amount of accessible time for the completion of wide 

variety of tasks. 

In most of the cases, Map Reduce framework is implemented with the assistance of Hadoop, it is a well-known 

framework for parallel programming[8]. Parallel computing is one of the most effective method for managing large 

datasets, whereit aims to partition large problems into smallermanageable pieces, so that multiple processors can work 

simultaneously on piece of data. So parallel and distributed data processing allows, other operations to be carried out 

simultaneously with in the frame work. Deep learning strategies shine when applied to the problem of dealing with 

large amounts of unsupervised data because of their ability to acquire data representation incrementally and greedily 

[9]. A deep learning approach provides a highly effective solution for addressing issues associated with large amounts 

of data, it efficiently extract valuable insights from massive databases while minimizing the computational resources 

required. Before the development of deep learning methods, few choices were available for the feature selection and 

learning process. In recent years, there has been an explosion of new computational capabilities across a wide range of 
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fields due to the rapid development of computer hardware and the introduction of the general processing unit and deep 

learning computing.  

OSN provides the ideal framework for applying deep learning techniques to large-scale databases and their use in the 

AI and entertainment industries[10]. Deep learning approach is a powerful tool for big data analytics because of its 

ability to shift through large amounts of data, particularly unsupervised data, and extract complex abstractions using 

advanced and sophisticated techniques in the representation of big data analytics. Deep learning is being utilized to find 

solutions to a variety of big data issues, including data tagging, discriminative modeling, semantic indexing, and quick 

information retrieval, these issues are pertaining to big data. 

It has been demonstrated that conventional approaches to machine learning and feature engineering are insufficient to 

extract nonlinear and complex patterns from large amounts of data. Deep learning makes it possible to use simpler 

linear methods for data analysis tasks involving large amounts of data, such as prediction and classification techniques 

by extracting a variety of features [11].  

Due to the development of big data frame work, it manages massive amounts of data in significant advancement, even 

though, big data methodology has variety of shortcomings, such as low levels of accuracy, temporal complexities, and 

high-dimensional issues, but a novel strategy hasbeen proposed a potential solution to increasedthe precision, 

sensitivity, and threat score. This research paper presents a novel deep learning classifier that is optimization-driven and 

is implemented using a Map-Reduce framework[12]. The hope is that this classifier will make it easier to perform 

classification tasks on massive datasets. During the execution process, the modelcomprise of two stages, i.e., 

reducerphase and mapper phase. The Ant-Cat Swarm Optimization technique is enabled with Deep Recurrent Neural 

Network (ACSO-based Deep RNN) classifier; it classifies large amounts of data in Map-Reduce approach. Pearson 

correlationbased BHEFC approach is used to select features from data from multiple distributed sources in the mapper 

stage and reducer phase will classify data using the given filtered characteristics.  

ACSO approach is a hybrid of Ant-Lion Optimisation (ALO) and Cat Swarm Optimisation (CSO) technique to train the 

reducer's Deep Recurrent Neural Network (RNN), i.e., it uses ACSO-based Deep RNNs and MapReduce. A Deep 

Recurrent Neural Network classifies features selected in the mapper phase in the reducer phase. Advanced Cuckoo 

Search Optimisation trains this network[13]. The newly derived ACSO algorithm combines the ALO and CSO methods 

for fine-tuning the network's weights and biases when it is applied to Deep RNN. This allows the algorithm to produce 

more accurate results. While execution of this work, a Deep RNN model founded on ACSO was utilized to enhance the 

effectiveness with which the system classified vast amounts of data. 

 

2. Background Study 

Classifying massive datasets now requires a wide variety of methods, however, it is very tedious, while 

acquiring from different things. The effectiveness of the proposed method is shown by comparing it to several other 

methods in the same domain currently considered to be state-of-the-art[14]. In this paper, the authors over the eight 

common methods for organizing big data based on the various ways it can be broken down and the difficulties inherent 

to each other. The authors, Dabbu et al., created both the MLNN and the LMNN, or the Linear-Morphological Neural 

Network. These networks use a combination of morphological and perceptron neurons to classify massive datasets. The 

MLNN comprises a hidden layer of morphological neurons and a typical perceptron output layer[15]. These parts of the 

system are in charge of finding interesting patterns in the data. In the second design, the LMNN was utilized as the 
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feature extractor. The morphological neurons' output layer was subsequently added to aid in nonlinear classification. To 

achieve the desired result, two distinct architectures were trained using stochastic gradient descent. While this may 

seem like a good way to determine morphological weights, it's important to remember that other clever methods based 

on the geometrical features of the training data were not considered is a paramount significance. Tair et al. [16] put 

together groups from large datasets, where "Whale Optimisation Algorithm" or "WOA" was first made to find the best 

features for improving classification accuracy. During the pre-processing phase, LSH-SMOTE and SMOTE approaches 

are used to ensure each group's sample with same number of members. At the end of the article, result expresses how 

classification could be done with WOA and a bidirectional recurrent neural network. The method fixed the problem of 

unequal classes, but it was hard for Spark or Hadoop to process large databases quickly.  

Abdalla et al. suggested using a Map-Reduce model (MRM) with a Cuckoo-Grey Wolf-based Correlative 

Naive Bayes classifier (CG-CNB)[17]. The CG-CNB algorithm is the combination of CGWO and CNB algorithms. The 

best parts of the Grey Wolf Optimizer (CGWO)and the Cuckoo Search have been put into this new CG-CNB algorithm. 

The CNB model will be best model, if constraints are chosen. CG-CNB-MRM put samples into groups using 

probabilities and an index table for probabilities.  

Narayana et al. used Apache Spark and a deep learning model to sort huge datasets in 2022[13]. This research 

adds to the Rider Chaotic Biography by using a mix of the Rider Optimisation Algorithm and Chaotic Biogeology-

based Optimisation to sort data into categories, but this method will not provide the best accuracy for classifying of 

data. Abolarinwa et al. used the CSO scheme to categorize massive datasets. CSO (ICSO) is aimproved classification 

algorithm and it is developed by enhancing the CSO algorithm for use with large datasets[19]. It will create less 

difficult to zero in on the set of characteristics that would allow for the most precise categorization. The study found 

that, while selecting the same number of features, or more, it will increasethe ICSO classification accuracy, however, a 

few extra steps need to be considered to improve the standard CSO tracing method.  

Aghaeipoor et al. [20] created the CHI-PG method, which is a part of the Map Reduce Prototype Generation 

(PG) technique. This technique has linear time complexity and guarantees accuracy regardless of the number of 

concurrent operations. In addition, the prototypes were presented in a simplified system that was developed using a 

rule-generation procedure. The study concludes that the k-nearest neighbor (k-NN) method is the most effective for data 

reduction and classification[21]. However, in the search for answers to issues brought on by high-dimensional 

problems, other techniques that could help reduce the total number of features were not considered. The method of 

categorization known as Topology-controlled Scale-Free Binary Particle Swarm Optimisation (PSO) was developed by 

Prabakaran et al. [22]. A multi-objective fitness function was used to reduce the number of features and increase 

classification precision. However, nobody has investigated how different particle learning schemes have influenced the 

system's performance. Shen et al. developed a platform for collaborative learning called Compact Fuzzy Models in Big 

Data Classification (CFM-BD)[23]. The system intends to generate understandable and precise classification schemes 

for massive data sets. The current strategy was built from the ground up to address issues when processing massive 

amounts of data[24]. Pre-processing, rule induction, and rule selection were identified as the three main phases of the 

learning process. During the initialization process, we used the probability integral transform theorem[25]. Rule 

induction was then successfully completed using the Apriori and CHI-BD algorithms. Global evolutionary optimization 

techniques were ultimately applied to rule selection. However, the multi-objective framework developed to enhance 

classification did not contain the method for selecting evolutionary rules. In their study, Ashraf and colleagues showed 

how a deep convolutional neural network can be used to process and categorize large amounts of medical image 

data[26]. While the just-described technique is promising, it requires further investigation in the context of large-scale 
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image datasets before it can contribute to advances in image classification. The authors developed a Structural-Labelled 

Locally Deep Nonlinear Embedding to classify massive datasets. The strategy worked. Efficiency gains are being seen 

throughout the computing process. However, some structural details must be considered if accurate vector 

representations are to be obtained with sparse input[27]. Ashok Kumar P S.et al. demonstrated on heart disease 

prediction  classification using an ML approach in a big data frame work. We've indeed come a long way in terms of 

efficiency, but we can do better overall performance,to do calculations we have to cut down on the time [18]. 

3. Methodology 

Big data analysis helps to analyze huge amounts of data, which have been obtained from different sources. 

Feature selection techniques have been used in this proposed framework, to manage the computation time and 

distributed data, meanwhile big data classification has been done using the Map Reduce framework, where mapper and 

the reducerfunction will perform different functions, it classify the features of the data, in order to produce the eventual 

output. The architecture of the proposed methodologyshown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Architecture of the proposed work. 

 

The mapper is responsible for selecting features from the given input data, and thenreducerfunction will help to classify 

it. The cat-ant swarm optimization combines the ant-lion optimization and the cat swarm optimization techniques.  

1.1.  Acquisition of data: 

INPUT 

MAPPER REDUCER 

Selection of features Classification of data 

CAT AND SWARM 

OPTIMIZATION 

Ant lion 

optimization 

Cat swarm 

optimization 

OUTPUT 
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The map-reduce is a software platform that can be used to compute vast amounts of data. The computation is done 

using the mapper function and the reducer function. The mapper segments the input data into multiple files. Many 

mapper functions will work on these files.  

 

𝒈 = 𝒅𝒓𝒔; (𝟏 ≤ 𝑹 ≤ 𝒑); (𝟏 ≤ 𝑺 ≤ 𝒒) - 1 

 

𝑑𝑟𝑠 = {𝐾𝐸}; (1 ≤ 𝐸 ≤ 𝑟) -2  

 

Let g denote the data in the big data, which contains several attributes. R indicates the R
th

 data, and S represents the S
th
 

attribute. The total count of all the attributes is denoted by q, and the total count of the data present is denoted by p. 

 

 

1.2.  Selection of the features based on the mapper: 

The acquired data is given to the mapper function, in which the feature selection process is handeled using the 

pearson based correlation approach, it increases the accuracy of the data classification. This correlation has three 

different components to accomplishment of data integration. They are the entropy of the black hole, Bayeson 

interference, and the clustering through fuzzy. 

 

𝑝
→
 𝑎𝑖 , 𝑟 = 𝑝 𝑎𝑖 , 𝑟 . 𝑝 𝑎𝑖 𝛽  𝑒𝑥𝑝

1

2

𝑆
𝐶=1  𝑎𝑖  

𝑥 𝐶𝐷 

𝜎𝐶𝜎𝐷
  𝑎𝑖

−𝐿- 3 

𝑝
→

(𝑧, 𝑦𝑖) = 𝑝(𝑧, 𝑦𝑖). 𝑝(𝑦𝑖)𝛽 𝑒𝑥𝑝  −
1

2
𝑎𝑖

𝐿  
𝑥(𝐶𝐷)

𝜎𝐶𝜎𝐷
  𝑎𝑖

−𝐿 × 𝑒𝑥𝑝  𝛾 + 𝜙 𝑙𝑛
  

𝑥(𝐶𝐷 )

𝜎𝐶𝜎𝐷
 

{}𝑖
−𝐿 - 4 

 

The above equation gives the fuzzy c means clustering of the Pearson correlation based on the Legrangian 

principle. 

 

1.3. Reducer stage: 

 

After selecting the features through the Pearson correlation model, the concatenated features can be represented by 

the following equation.  

 

𝑏 = {ℎ1||ℎ2, ℎ𝑖||ℎ𝑟} - 5 

 

The classification can be done using the proposed deep learning recurring network method. The optimal weights of the 

classification can be obtained using the proposed method. 

 

1.4. Algorithm: 

 

Input: population of the cat swarm 

Output: optimum solution 

Steps: 

Start 
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 Initialization of the population  

 Read the parametric values 

While G< maximum generation 

Calculate the fitness value of each of the cats 

Order the position of the cats based on the calculated value 

For U==1: 

If SCP==1 

Trace the manner of the seeking 

Else 

Update the trace equation 

Update the ant-lion equation  

Update the ant cat optimization equation 

End if 

End for 

Check the attainability of the solutions 

Return the optimum solution  

G=G+1 

End while 

End if 

End for 

Attainment of the best solution 

Stop 

 

Figure 2 shows the block diagram of a repetitive deep-learning neural network, where redundant neural 

networks are a particular type of artificial intelligence-based network, it is also called as recurrent neural networks, it is 

capable of processing sequential data. Normal neural networks process the data from a single input and produce a single 

output.  

For repetitive neural networks, model have several connections, it form a loop, this loop allows the redundant neural 

networks to process the data recurrently to turn, makes it suitable for processing sequential data. 

One of the outstanding features of the repetitive neural network is that they have many hidden layers capable of 

capturing the information from past inputs sequentially. As this process continues, the hidden layers identify a pattern 

over time.  

The hidden layers consist of a set of neurons that are interconnected. These neurons are also connected to the input and 

output layers. The input will be combined with the hidden past state to form a novel hidden state. The production of the 

output follows this. The task complexity and the number of data available to be processed determine the number of 

hidden layers in a repetitive neural network. A repetitive neural network with many hidden layers can process the data 

effectively. However, the drawback is that there would be more complexity and resource requirements. The hidden 

layers' activation function also plays a significant part in data processing. 

The cat-ant swarm algorithm dataset training is based on a repetitive deep-learning neural network. The 

determination of the optimized weight value is the critical factor for training the repetitive deep-learning neural 

network. The proposed cat-ant optimization is based on the ant-lion optimization and the cat-swarm optimization 
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techniques. The ant-lion optimization is based on the interactions between the ant lions and the ants at the corner 

positions. The ants are assumed to shift in the free space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Block diagram of repetitive deep learning neural network 

The ant lions become fit by hunting the ants. In the cat swarm optimization, the cats' distribution is random. 

The population of cats is categorized into two modes. They are the seeking phase and the tracing phase. The seeking 

mode denotes the observing power of the cats, and the tracing phase represents the movement of the cats in search of 

prey. 

 

𝑋𝑈,𝐺,𝑁𝐸𝑊 = 𝑋𝑈,𝐺,𝑂𝐿𝐷 + 𝑃𝑈,𝐺     - 6 

𝑃𝑈,𝐺,𝑁𝐸𝑊 = 𝑝𝑈,𝐺 + 𝐿1𝑀1(𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑈,𝐺    - 7 

𝑋𝑈,𝐺,𝑁𝐸𝑊 = 𝑋𝑈,𝐺,𝑂𝐿𝐷 + 𝑃𝑈,𝐺,𝑁𝐸𝑊 − 𝐿1𝑀1(𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑈,𝐺) -             8  

 

𝑋𝑈,𝐺,𝑁𝐸𝑊 = 𝑋𝑈,𝐺,𝑂𝐿𝐷 + 𝑃𝑈,𝐺,𝑁𝐸𝑊 − 𝐿1𝑀1𝑋𝑏𝑒𝑠𝑡 − 𝐿1𝑀1𝑋𝑈,𝐺   - 9 

𝑋𝑈,𝐺,𝑁𝐸𝑊 = 𝑋𝑈,𝐺,𝑂𝐿𝐷(1 + 𝐿1𝑀1) + 𝑃𝑈,𝐺,𝑁𝐸𝑊 − 𝐿1𝑀1𝑋𝑏𝑒𝑠𝑡 .𝐺   - 10 
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When the cat observes some risk during the resting process, it shifts its position slowly. The first equation gives the 

standardized equation for the tracing phase of the cat. The final equation denotes the updated position of the cat after its 

movement.  

4. Data Analysis and Findings 

Table 1 shows the rate of attack detection in percentage for the various types of algorithms. Figure 3 represents 

the graphical representation of the proposed algorithm's rate of attack detection compared to the existing algorithm. 

Table 1: Rate of detection of attack in percentage 

User Count Binary 

particle 

swarm 

optimization 

Whale 

optimization 

algorithm 

Wolf-based 

Correlative 

Naive Bayes 

classifier 

Cat-ant 

swarm 

optimization 

500 78 82 87 91 

1000 77 81 86 92 

1500 76 86 85 94 

2000 78 84 88 93 

2500 79 85 89 96 

3000 77 83 86 95 

3500 75 82 84 92 

4000 78 81 87 93 

4500 76 82 83 95 

5000 79 84 90 94 

 

The user counts are considered from 500 to 5000. The binary particle swarm optimization has given an attack 

detection rate of 78, 77, and 76 percent when the user count is 500, 1000, and 1500 respectively. When the user count is 

2000, 2500, and 3000, the percentage of attack detection rate of the binary particle swarm optimization is 78, 79, and 

77, respectively. About 75, 78, 76, and 79 percent of attack detection rates have been attained through binary particle 

swarm optimization when the number of users is 3500, 4000, 4500, and 5000, respectively. 

The user counts are considered from 500 to 5000. The Whale optimization algorithm has given an attack 

detection rate of 82, 81, and 86 percent when the user count is 500, 1000, and 1500 respectively. When the user count is 

2000, 2500, and 3000, the percentage of attack detection rate of the Whale optimization algorithm is 84, 85, and 83, 

respectively. About 82, 81, 82, and 84 percent of attack detection rates have been attained through the Whale 

optimization algorithm when the number of users is 3500, 4000, 4500, and 5000, respectively. 

 

 
Figure 3: Graphical representation of the rate of detection of attack in percentage 
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The percentages of attack detection rate obtained through the Wolf-based Correlative Naive Bayes classifier 

for the user counts of 500, 1000, and 1500 are 87, 86, and 85 respectively. Similarly, the percentages of attack detection 

rate obtained through the Wolf-based Correlative Naive Bayes classifier for the user counts of 2000, 2500, and 3000 are 

88, 89, and 86, respectively. Using the Wolf-based Correlative Naive Bayes classifier, the attack detection rate 

percentage for the user counts of 3500, 4000, 4500, and 5000, 84, 87, 83, and 90, respectively. 

The percentages of attack detection rate obtained through proposed cat-ant swarm optimization for the user 

counts of 500, 1000, and 1500 are 91, 92, and 94, respectively. Similarly, the percentages of attack detection rate 

obtained through the proposed cat-ant swarm optimization for the user counts of 2000, 2500, and 3000 are 93, 96, and 

95, respectively. Using the proposed cat-ant swarm optimization, for the user counts of 3500, 4000, 4500, and 500, the 

attack detection rate percentage is 92, 93, 95, and 94, respectively. 

Table 2 gives the accuracy of attack detection of different algorithms in percentage, and Figure 4 depicts the graphical 

representation of the accuracy of attack detection of various algorithms compared to the proposed algorithm. 

Table 2: Accuracy of attack detection different algorithms in percentage 

User Count Binary particle 

swarm 

optimization 

Whale 

optimization 

algorithm 

Wolf-based 

Correlative 

Naive Bayes 

classifier 

Cat-ant swarm 

optimization 

500 75 81 85 92 

1000 74 86 87 95 

1500 76 84 86 97 

2000 79 82 89 96 

2500 81 83 87 97 

3000 76 84 88 95 

3500 83 81 87 92 

4000 81 82 86 94 

4500 74 83 85 93 

5000 82 85 86 94 

The binary particle swarm optimization has given attack detection accuracy rates of 75, 74, and 76 percent 

when the user count is 500, 1000, and 1500 respectively. When the user count is 2000, 2500, and 3000, the percentage 

of accuracy of the binary particle swarm optimization attack detection is 79, 81, and 76 respectively. About 83, 81, 74, 

and 82 percent of attack detection accuracy have been attained through binary particle swarm optimization when the 

number of users is 3500, 4000, 4500, and 5000, respectively. 

The Whale optimization algorithm has given the accuracy of attack detection of 81, 86, and 84 percentages 

when the user count is 500, 1000, and 1500, respectively. When the user count is 2000, 2500, and 3000, the percentage 

of accuracy of attack detection of the Whale optimization algorithm is 82, 83, and 84, respectively. About 81, 82, 83, 

and 85 percent of the accuracy of attack detection have been attained through the Whale optimization algorithm when 

the number of users is 3500, 4000, 4500, and 5000, respectively. 

 

 
Figure 4: Graphical representation of the accuracy of attack detection different algorithms in percentage 
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The percentages of the accuracy of attack detection rate obtained through the Wolf-based Correlative Naive 

Bayes classifier for the user counts of 500, 1000, and 1500 are 85, 87, and 86, respectively. Similarly, the percentages 

of the accuracy of attack detection rate obtained through the Wolf-based Correlative Naive Bayes classifier for the user 

counts of 2000, 2500, and 3000 are 89, 87, and 88, respectively. Using the Wolf-based Correlative Naive Bayes 

classifier for the user counts of 3500, 4000, 4500, and 500, the attack detection rate accuracy is 87, 86, 85, and 86, 

respectively. 

The percentages of the attack detection rate accuracy obtained through the proposed cat-ant swarm 

optimization for the user counts of 500, 1000, and 1500 are 92, 95, and 97, respectively. Similarly, the accuracy 

percentages of the attack detection rate obtained through the proposed cat-ant swarm optimization for the user counts of 

2000, 2500, and 3000 are 96, 97, and 95, respectively. For the user counts of 3500, 4000, 4500, and 500, the accuracy 

of attack detection rate percentage is 92, 94, 93, and 94, respectively, using the proposed cat-ant swarm optimization. 

Table 3 gives the rate of precision in percentage. Figure 5 gives the graphical representation of the precision 

rate in percentage value. 

Table 3: Rate of precision in percentage 

User Count Binary particle 

swarm 

optimization 

Whale 

optimization 

algorithm 

Wolf-based 

Correlative 

Naive Bayes 

classifier 

Cat-ant swarm 

optimization 

500 75.21 78.52 85.92 93.51 

1000 76.24 76.51 86.24 95.24 

1500 74.32 78.91 86.54 94.62 

2000 76.42 76.54 89.42 93.57 

2500 74.14 77.64 87.62 94.61 

3000 75.16 79.61 89.24 96.52 

3500 76.24 78.51 88.67 92.35 

4000 77.24 76.34 89.38 95.42 

4500 76.21 77.95 88.64 96.24 

5000 77.51 78.62 87.62 93.51 

The binary particle swarm optimization has a precision percentage rate of 75.21, 76.24, and 74.32 when the 

user count is 500, 1000, and 1500, respectively. When the user count is 2000, 2500, and 3000, the precision percentage 

rate of the binary particle swarm optimization is 76.42, 74.14, and 75.16, respectively. About 76.24, 77.24, 76.21, and 

77.51 precision percentage rates were attained through binary particle swarm optimization when the number of users is 

3500, 4000, 4500, and 5000, respectively. 

The Whale optimization algorithm has given a precision percentage rate of 78.52, 76.51, and 78.91 

percentages when the user count is 500, 1000, and 1500 respectively. When the user count is 2000, 2500, and 3000, the 

precision percentage rate of the Whale optimization algorithm is 76.54, 77.64, and 79.61, respectively. About 78.51, 

76.34, 77.95, and 78.62 precision percentage rates were attained through the Whale optimization algorithm when the 

number of users is 3500, 4000, 4500, and 5000, respectively. 

 

 
Figure 5: Graphical representation of the rate of precision in percentage 
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The precision percentage rate obtained through the Wolf-based Correlative Naive Bayes classifier for the user 

counts of 500, 1000, and 1500 is 85.92, 86.24, and 86.54, respectively. Similarly, the precision percentage rate obtained 

through the Wolf-based Correlative Naive Bayes classifier for the user counts of 2000, 2500, and 3000 is 89.42, 87.62, 

and 89.24, respectively. For the user counts of 3500, 4000, 4500, and 500, the precision percentage rate percentage is 

88.67, 89.38, 88.64, and 87.62 respectively by using the Wolf-based Correlative Naive Bayes classifier. 

The precision percentage rate obtained through the proposed cat-ant swarm optimization for the user counts of 

500, 1000, and 1500 is 93.51, 95.24, and 94.62, respectively. Similarly, the precision percentage rate obtained through 

the proposed cat-ant swarm optimization for the user counts of 2000, 2500, and 3000 is 93.57, 94.61, and 96.52, 

respectively. For the user counts of 3500, 4000, 4500, and 500, the precision percentage rate is 92.35, 95.42, 96.24, and 

93.51, respectively, using the proposed cat-ant swarm optimization. 

Table 4 gives the percentage values of the rate of recall of various algorithms, and Figure 6 gives the graphical 

presentation of the percentage values of the recall rate of different algorithms and the proposed algorithm. 

Table 4: Rate of recall in percentage 

User Count Binary particle 

swarm 

optimization 

Whale 

optimization 

algorithm 

Wolf-based 

Correlative Naive 

Bayes classifier 

Cat-ant swarm 

optimization 

500 77.52 78.12 86.12 92.47 

1000 76.31 77.32 85.12 93.36 

1500 75.52 76.52 84.54 95.68 

2000 73.63 75.40 86.57 96.24 

2500 72.54 74.24 87.87 93.43 

3000 71.82 77.35 86.63 95.86 

3500 76.84 78.62 85.32 94.57 

4000 74.42 78.43 86.22 93.36 

4500 75.32 76.65 87.75 92.54 

5000 77.11 79.87 88.92 91.21 

 

The binary particle swarm optimization has given a recall rate of 77.52, 76.31, and 75.52 percentages when the 

user count is 500, 1000, and 1500 respectively. When the user count is 2000, 2500, and 3000, the recall rate of the 

binary particle swarm optimization is 73.63, 72.54, and 71.82, respectively. About 76.84, 74.42, 75.32, and 77.11 recall 

rates were attained through binary particle swarm optimization when the number of users is 3500, 4000, 4500, and 

5000, respectively. 

The Whale optimization algorithm has given recall rates of 78.12, 77.32, and 76.52 percentages when the user 

count is 500, 1000, and 1500 respectively. When the user count is 2000, 2500, and 3000, the recall rate of the Whale 

optimization algorithm is 75.40, 74.24, and 77.35, respectively. About 78.62, 78.43, 76.65, and 79.87 recall rates were 

attained through the Whale optimization algorithm when the number of users is 3500, 4000, 4500, and 5000, 

respectively. 
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Figure 6: Graphical representation of the rate of recall in percentage 

 

The recall rate obtained through the Wolf-based Correlative Naive Bayes classifier for the user counts of 500, 

1000, and 1500 is 86.12, 85.12, and 84.54, respectively. Similarly, the recall rate obtained through the Wolf-based 

Correlative Naive Bayes classifier for the user counts of 2000, 2500, and 3000 is 86.57, 87.87, and 86.63, respectively. 

For the user counts of 3500, 4000, 4500, and 500, the recall rate percentage is 85.32, 86.22, 87.75, and 88.92 

respectively by using the Wolf-based Correlative Naive Bayes classifier. 

The recall rate obtained through the proposed cat-ant swarm optimization for the user counts of 500, 1000, and 

1500 is 92.47, 93.36, and 95.68, respectively. Similarly, the recall rate obtained through the proposed cat-ant swarm 

optimization for the user counts of 2000, 2500, and 3000 is 96.24, 93.43, and 95.86, respectively. For the user counts of 

3500, 4000, 4500, and 500, the recall rate is 94.57, 93.36, 92.54, and 91.21, respectively, using the proposed cat-ant 

swarm optimization. 

Table 5 gives the time taken for execution in percentage, and Figure 7 gives the graphical representation of the time 

taken for execution in percentage. 

Table 5: Time taken for execution in percentage 

User Count Binary particle 

swarm 

optimization 

Whale 

optimization 

algorithm 

Wolf-based 

Correlative Naive 

Bayes classifier 

Cat-ant swarm 

optimization 

500 51 41 35 30 

1000 55 43 37 32 

1500 57 46 41 34 

2000 61 52 43 37 

2500 63 54 47 38 

3000 65 57 49 43 

3500 68 59 51 45 

4000 72 62 54 47 

4500 74 63 57 50 

5000 75 64 59 51 

 

The binary particle swarm optimization has given the time taken for execution of 51, 55, and 57 percentages 

when the user count is 500, 1000, and 1500 respectively. When the user count is 2000, 2500, and 3000, the time taken 

for execution of the binary particle swarm optimization is 61, 63, and 65 percent, respectively—about 68, 72, 74, and 75 

times taken for execution attained through binary particle swarm optimization when the number of users is 3500, 4000, 

4500, and 5000 respectively. 

1 2 3 4 5 6 7 8 9 1 0

77.52 76.31 75.52 73.63 72.54 71.82 76.84 74.42 75.32 77.11
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92.47 93.36 95.68 96.24 93.43 95.86 94.57 93.36 92.54 91.21
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The Whale optimization algorithm has given the time taken for execution of 41, 43, and 46 percentages when 

the user count is 500, 1000, and 1500, respectively. When the user count is 2000, 2500, and 3000, the time taken for 

execution of the Whale optimization algorithm is 52, 54, and 57, respectively. About 59, 62, 63, and 64 times are taken 

for execution attained through the Whale optimization algorithm when the number of users is 3500, 4000, 4500, and 

5000, respectively. 

 

 

 
Figure 7: Graphical representation of time taken for execution in percentage 

The time taken for execution obtained through the Wolf-based Correlative Naive Bayes classifier for the user counts of 

500, 1000, and 1500 is 35, 37, and 41, respectively. Similarly, the time taken for execution obtained through the Wolf-

based Correlative Naive Bayes classifier for the user counts of 2000, 2500, and 3000 is 43, 47, and 49, respectively. For 

the user counts of 3500, 4000, 4500, and 500, the time taken for execution percentage is 51, 54, 57, and 59, 

respectively, using the Wolf-based Correlative Naive Bayes classifier. 

The time taken for execution obtained through proposed cat-ant swarm optimization for the user counts of 500, 1000, 

and 1500 is 30, 32, and 34, respectively. Similarly, the time taken for execution obtained through proposed cat-ant 

swarm optimization for the user counts of 2000, 2500, and 3000 is 37, 38, and 43, respectively. For the user counts of 

3500, 4000, 4500, and 500, the time taken for execution is 45, 47, 50, and 51, respectively, using the proposed cat-ant 

swarm optimization. 

.5. Conclusion  

A repetitive deep learning-based big data analysis technique has been proposed in this paper. The proposed 

method has been designed based on the cat-swarm optimization algorithm, which combines the ant-lion optimization 

and the cat swarm optimization techniques. Deep learning neural network has been brought into context for sequentially 

processing of big data. The hidden layers present in the neural network combine the input with the past state to produce 

a new hidden state. The hidden layer consists of neurons that are interlinked to each other, as well as the input and the 

output states. The results obtained through the proposed technique have been compared with the existing techniques, 

and it has been proved that the proposed method has provided efficient results among the other algorithms. The time 

taken for execution obtained through proposed cat-ant swarm optimization for the user counts of 

500,1000,1500,2000,2500,3000,3500,4000,4500 and 5000is32,34,37,38,43,45,47,50 and 51 respectively. With respect 

to the result analysis, while comparing the execution time with all specific algorithms, where Cat-ant swarm 

optimization algorithm be the best in execution time compare to other algorithms.  
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