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Abstract:   

Nowadays Drones are used in various places, which increases the advancement in the innovation of drones. 

According to that drones were modified with various design segments. In general, it is used for security and 

surveillance. In this article, modified YOLOv5 network with an additional layer neck -PANet is presented. It 

is presented to recognize four types of drones (multirotor, fixed-wing, helicopters, and Vertical Take-Off and 

Landing (VTOLs) to differentiate them from birds with a set of 1000 visible images. In this network, more 

effective and detailed semantic features were extracted by changing the number of convolutional multi-layers. 

The performance of the basic YOLOv5 network was also evaluated on the same dataset. The proposed model 

performs well 5% with the existing art of YOLOv3, YOLOv4 basic models. In YOLOv5 will be exponentially 

more comfortable for object detection.  
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1. Introduction:  

A drone refers to any aerial vehicle that receives 

remote commands from a pilot or relies on 

software for autonomous flight. Many drones 

display features like cameras for collecting visual 

data and propellers for stabilizing their flight 

patterns. Drone technology which includes 

videography[9], Search and rescue, agriculture, 

and transportation. Originally developed for the 

military and aerospace industries. Nowadays, 

drones have found their way into the mainstream 

because of their enhanced safety and efficiency. 

These robotic UAVs operate without a pilot on 

board with different levels of autonomy. Drone 

detection technologies include the use of various 

sensors such as radar (radio detection and 

ranging[9]), Lidar (Light Detection and 

Ranging[10]), acoustic[11], and thermal 

sensors[12]. In these methods, first, the drone’s 

presence or absence in the scene is checked and 

then the drone type recognition process is 

performed. The application of these types of 

sensors has always been associated with problems 

such as higher costs and higher energy 

consumption[15]. However, the negligent and the 

malicious use of these flying vehicles poses a great 

threat to public safety in sensitive areas such as 

government buildings, power plants, and 

refineries. Recent advances in deep convolutional 

neural networks and the appearance of more 

improved hardware make it possible to use visual 

information to recognize objects with higher 

accuracy and speed[17]. Unlike conventional 

drone detection technologies, the nature of deep 

learning networks is to perform drone recognition 

simultaneously. In this work, mAP Value 

calculates, increases by 0.5% upto their 

progressive manner.  

 

An Overview of YOLO Training Procedures: 

The procedures taken to train a model are just as 

important as any factor to the end performance of 

an object detection system, although they are often 

less discussed. Let's talk about two main training 

procedures in YOLOv5: 

 

• Data Augmentation: Data augmentation makes 

transformations to the base training data to 

expose the model to a wider range of semantic 

variation than the training set in isolation. 

• Loss Calculations: YOLO [19] calculates a total 

loss function from the GIoU, obj, and class losses 

functions. These functions can be carefully 

constructed to maximize the objective of mean 

average precision. 

 

1.1. Challenges in Drone Recognition: 

Drone recognition is always very difficult task. 

Some of the important challenges in this regard are 

discussed. 

 

1.2. Confusion of Drones and Birds 

Due to the physical characteristics of drones, they 

can easily be confused with birds in human eyes. 

This problem is more challenging when using 

drones in maritime areas, forest areas due to the 

presence of more birds. The similarity between 

drones and birds and their distinction from each 

other is shown in Figure 1. 

 

 
Fig 1. Challenges related to confusion with birds 

in drone recognition. 

1.3. Challenges related to the presence of small 

drones at different scales. 

Drone recognition is always fraught with 

challenges. For this reason, it is necessary to use a 

fast, accurate, robust, efficient method to overcome 

the challenges and to correctly recognize drones[1]. 

However, the challenges of crowded 

backgrounds, hidden areas, and surveys of 

multiple drone types have not yet been 

addressed [16]. In 2022, Samadzadegan et al. 

detected and recognized drones using 

YOLOv4 Deep Networks. 
 

 

2. Material and Methods: 

Due to the Challenges in drone detection and 

recognition such as crowded background, a close 

resemblance to birds, smallest size of drones[2], 

longer distance, crowded background and lighting 

problems in the image, in this study, a deep 

learning-based method is proposed.  

 

CNN Architecture: 

The CNN architecture is complicated when 

compared to the MLP architecture. There are 

different types of additional layers and operations 

in the CNN architecture[. It is very easy for working 

image formation, filters and so on.  

https://blog.roboflow.com/tag/augmentation/
https://blog.roboflow.com/what-is-mean-average-precision-object-detection/
https://blog.roboflow.com/what-is-mean-average-precision-object-detection/
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Figure 2: CNN Architecture 

 

The proposed system facilitates path following 

based on visual information. A drone flies on 

predetermined path waypoints while recording the 

current front view and yaw of the drone[7]. To 

construct a robust system is controlled this drone 

to generate more data. Secondly, the recorded yaw 

is transfomed to relative yaw commands. Finally, 

train a neural networks combined of a CNN with a 

regressor in order to control the drone of the path 

using only visual information[6].  

 

 

 
Fig. 3: YOLOv5 architecture. 

 

High-level architecture for single-stage object 

detectors 

There are two types of object detection models: 

two-stage object detectors and single-stage object 

detectors[12]. Single-stage object detectors (like 

YOLO) architecture are composed of three 

components: Backbone, a Neck and a Head to 

make dense predictions as shown in the figure 

bellow. 

 

 
Fig. 4: Single-Stage Detector Architecture [1] 
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Model backbone: The backbone is a pre-trained 

network used to extract rich feature representation 

for images. This helps reducing the spatial 

resolution of the image and increasing its 

feature (channel) resolution. 

 

Model Neck: The model neck is used to extract 

feature pyramids. This helps the model to 

generalize well to objects on different sizes and 

scales. 

 

Model Head: The model head is used to perform 

the final stage operations. It applies anchor boxes 

on feature maps and renders the final 

output: classes, objectness, scores in addtionaly 

bounding boxes. 

 

 
Fig. 5:  Frame Work for PANet 

 

YOLOv5 Architecture 

It is also good to mention that YOLOv5 was 

released with five different sizes: 

• n for extra small (nano) size model. 

• s for small size model. 

• m for medium size model. 

• l for large size model 

 

Neck of YOLOv5 

YOLOv5 brought two major changes to the model 

neck. First a variant of Spatial Pyramid 

Pooling (SPP) has been used, and the Path 

Aggregation Network (PANet) has been modified 

by incorporating the Bottle Neck CSP in its 

architecture. 

 

Path Aggregation Network (PANet) 

PANet is a feature pyramid network, it has been 

used in previous version of YOLO (YOLOv4) to 

improve information flow and to help in the proper 

localization of pixels in the task of mask 

prediction. In YOLOv5 this network has been 

modified by applying the CSP Net strategy to it as 

shown in the network's architecture figure. 

 

Spatial Pyramid Pooling (SPP) 

SPP block [4] performs an aggregation of the 

information that receives from the inputs and 

returns a fixed length output. Thus it has the 

advantage of significantly increasing the receptive 

field and segregating the most relevant context 

features without lowering the speed of the network. 

This block has been used in previous versions of 

YOLO (yolov3 and yolov4) to separate the most 

important features from the backbone, however in 

YOLOv5(6.0/6.1) SPPF has been used , which is 

just another variant of the SPP block, to improve 

the speed of the network 

 
 

                                                                                               Fig. 6: Structure of the SPPF block 

. 

Head of the network 

YOLOv5 uses the same head 

as YOLOv3 and YOLOv4. It is composed from 

three convolution layers that predicts the location 

of the bounding boxes (x, y, height, width), the 

scores and the objects classes.  

 

https://iq.opengenus.org/architecture-of-yolov3/
https://iq.opengenus.org/yolov4-model-architecture/
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Fig, 7: The YOLOv5 implementation has been done in Pytorch. 

 

 

There is no difference between the five models in 

terms of operations used except for the number of 

layers and parameters. 

 

3. Train the Networks: According to the reviewed 

advantages of the YOLOv5 deep learning network 

is new technology to detect flying drones and birds 

in crowded environment, The training, testing, 

evaluaton of the model were performed on the 

collected dataset. Moreover, using the 

Convolutional Deep Learning Network and Nvida 

Jetson Jetpack used. In this paper. In this paper, 

Graphics Processing Unit (GPU), scores of 99% 

mAP, 82.2%, Precision 55.5%, Accuracy and 

Recall 95% were achieved, which solved the 

challenges well. 

 

Other improvements 

In addition to what have been stated above, there 

are still some minor improvements that have been 

added to YOLOv5[19] and that are worth 

mentioning 

The Focus Layer : replaced the three first 

layers of the network. It helped reducing the 

number of parameters, the number of FLOPS 

and the CUDA memory while improving the 

speed of the forward and backward passes with 

minor effects on the mAP (mean Average 

Precision). 

Eliminating Grid Sensitivity: It was hard for 

the previous versions of YOLO versions to 

detect bounding boxes on image corners 

mainly due to the equations used to predict the 

bounding boxes, but the new equations 

presented above helped solving this problem 

by expanding the range of the center point 

offset from (0-1) to (-0.5,1.5) therefore 

the offset can be easily 1 or 0 (coordinates can 

be in the image's edge) as shown in the image 

in the left. Also the height and width scaling 

ratios were unbounded in the previous 

equations which may lead to training 

instabilities but now this problem has been 

reduced as shown in the figure on the right. 

 

Fig. 8: Comparison of previous and advanced.   

https://github.com/ultralytics/yolov5/discussions/3181m1
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Fig. 9: Variation of 0.5 level  

Eliminating grid sensitivity problem.   

The running environment: The YOLOv5 is 

implemented in Pytorch giving more 

flexibility to control the encoded operations.  

 

 

 

 

4.  Results & Discussion: 

                  

Due to the emergence and development of 

drone application and the security threats 

associated with their presence in sensitive 

locations such as airports, drone detection and 

recognition have attracted much attention. 

This work going to develop our object 

detection with recognition in greater 

evaluation. 

 

Dataset:  

Table 1: Dataset Evaluation 

 
Dataset No. of 

images 

Precision Recall % F1-

Score% 

Accuracy% mAP% IoU% 

Birds 1000 91 95 89    

Drone 1000 90 90 84    

Person 1000 80 93 80    

Object 1000 80 90 85    

Total  85 92 85 99 89(0.5) Error 

rectified 

85 

 

Table 2: Analysis of data 

No. of Set 
Evaluation of images 

Data analysis No. Of Images Percentage 

Sample1 Training 31 74 

 Validation 07 16 

 Testing 04 10 

 Total 42 100 

Sample2 Training 30 71 

 Validation 08 19 

 Testing 04 10 

 Total 42 100 

Sample 3 Training 44 70 

 Validation 12 20 

 Testing 08 10 

 Total 64 100 

Sample4 Training 132 87 

 Validation 12 08 

 Testing 08 05 

 Total 152 100 
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A Combination of persons, birds, objects from 

roboflow1.4 version have been tested with 64 

images by 11 classes, 3 instances for the 

experimental implementation as sample 1, 2,3,4. In 

this Proposed system the latest stable version of 

NVIDIA’s Jetson Jetpack used. 4 frames persecon 

on the Jetson Nano 2GB (with swap memory). 6 

frames oer second on the Jetson Nano 4GB, 10 

frames per second o the Jetson Xavier NX (single 

instance), 15 frames per second on the Jetson 

Xavier NX (2 instance cluster; see below). These 

results were obtained using while operating in a 

client-server context (so there is some minor 

network latency involved) and a 416x416 model.  

https://universe.roboflow.com/object-  

detection/object-detection-smzhr  

Provided by a Roboflow user License: CC BY 4.0 

# drones and birds detection > 2023-02-07 4:05pm 

https://universe.roboflow.com/kavilajunom/drones

-and-birds-detection 

Provided by a Roboflow user License: CC BY 4.0 

object detection - v1 2023-02-14 10:44pm 

 

This dataset was exported via roboflow.com on 

February 14, 2023 at 5:23 PM GMT 

* To export, train, and deploy computer vision 

models 

* To use active learning to improve your dataset 

over time for state of the art Computer Vision 

training notebooks you can use with this 

dataset, visit  

     https://github.com/roboflow/notebooks 

To find over 100k other datasets and pre-trained 

models, visit https://universe.roboflow.com 

The dataset includes 152 images. 

Object- are annotated in YOLO v5 PyTorch 

format. 

The following pre-processing was applied to each 

image: 

* Auto-orientation of pixel data (with EXIF-

orientation stripping) 

* Resize to 640x640 (Stretch) 

 

The following augmentation was applied to create 

3 versions of each source image: 

* 50% probability of horizontal flip 

In graphical representation to justify the training, 

testing, valuation of the model. To describing the 

four categories of drone models were evaluated. In 

future of this work will be generate more exclusive 

YOLO version will be proceed to implement. 

 

 Discussion: 

As presented in the evaluation section, the 

proposed model uses evaluation metrics such as 

confusion matrix, IoU, mAP, accuracy, precision, 

recall, and F1-score[9]. The accuracy criterion was 

checked to determine the correct classification of 

the input data into three classes and also showed 

the robustness and generalizability of the 

implemented model. This study improved the 

challenges related to small drone detection but did 

not address the challenges related to crowded 

backgrounds and the similarity between drones and 

birds. In addition, challenges related to drone 

detection and recognition in environments with 

crowded backgrounds, hidden areas, and issues 

such as confusing drones with birds in visible 

imagery were addressed.   

 

Drone detection, recognition, and localization can 

be performed in real-time, onboard systems. In this 

terminology mAPs, 88% Precision 72% and 

accuracy 99% were achieved, which solved the 

challenges well. Future work will use other deep 

learning networks to compare their performance in 

drone-vs-bird detection, and identification will be 

performed in addition to detection and recognition.  

 

5. Conclusions                

To wrap up what have been covered in this article, 

the key changes in YOLOv5 that didn't exist in 

previous version are: applying the CSP Net to the 

Darknet53 backbone, the integration of the Focus 

layer to the CSP-Darknet53 backbone, replacing 

the SPP block by the SPPF block in the model 

neck and applying the CSP Net strategy on the 

PANet model. YOLOv5 and YOLOv4 tackled the 

problem of grid sensitivity and can now detect 

easily bounding boxes having center points in 

the edges. Finally, YOLOv5 is lighter and 

faster than previous versions. 

 

Due to the emergence and development of drone 

application and the security threats associated with 

their presence in sensitive locations such as 

airports, drone detection and recognition has 

attracted much attention. This work extracted two 

types of drones and birds from videos and images. 

The training, testing, and evaluation of the model 

were performed on the collected dataset. In 

addition to multi-rotors and helicopters, aim to 

detect and recognize other types of drones, such as 

fixed-wing and VTOL, in real-time and on-board 

systems.  
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