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ABSTRACT 

 

In this digitalized world all the data from disparate sources tends to cover the separate aspects of 

each and every student life that could be stored in many modern university campuses. Moreover, this 

tends to be challenging one that is to combine the holistic view, predicting the academic performance 

and to promote the student engagement according to the university. The major motive of this paper is 

that to predict the more accuracy by means of using Augmented Education. As the initial step of this 

paper one need to move the data set of college students into the real world and then they may or may 

not be the online and offline learners that provide the behavioral details inside and outside campus. 

Most widely used for determining the poor , linear and non linear behavioral changes of the lifestyles 

that could be estimated by providing the LSTM as the initial step and the second step is that predicting 

the academic performance. Hence therefore we have used Random Forest provides the best prediction. 

KEYWORDS: Data set, decision tree, clustering, naïve bayes. 

 
1. INTRODUCTION 

 

The data that are collected for prediction is tends to be most recent advancement. This could be 

analyzed by searching for the most tedious task that too in human kind. The technique that is used here is 

data mining that may discover the valuable and sufficient knowledge about the information. Later the list 

of universities can able to operate the complex and competitive environment. There is major challenge that 

is to find the performance about the universities , their uniqueness and also the tactics for the future 

development and also for their achievements. In the current scenario the education system tends to be more 

challenging one that are needed to be analyzed using EDM for discovering the best predicting algorithm 

using data mining technique. The prediction with high accuracy could be found by using their low 

academic achievements during the initial stage. We have used Random Forest model for determining the 

best prediction that is by providing the input of sample students and then the holdout method is used for the 

cross- validation.that provides the best accuracy. 

 

 
2. LITERATURE SURVEY 

 
C. Romero and S. Ventura, 2018done their research on increasing the technologies that could provide the 

most advances in all the fields that holds the total amount of data that is collected and processed through 
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the different purposes. The process that is used here is data mining that might able to hold on the different 

perspectives that helps to gain knowledge. This may also help to diagnose the appropriate method for the 

prediction of the data. This type of study helps to know the paper investigates for the dangerous data that 

could provide the less accuracy. Hence therefore we may able to use the research gaps for providing the 

best accuracy.[1] 

 

R.Ghorbani and R.Ghousi , 2019 did their research on providing the best academic performance of each 

and every student that could be abled for determining the total number of factors for both the academic and 

non-academic performance. All the data that is stored about the student might also provide the previous 

excelled performance of the secondary school level that could able to lose the focus due of the pressure and 

also the life style of the family distractions. In their study they gone through the relationship between the 

cognitive and academic performance about the students.[2] 

 
R.Ghorbani and R.Ghousi , 2019 their research was based on the predictive analysis of the public- 

schoolstudents which may able to provide the performance of the descriptive statistical analysis that is 

mainly focused on the insight from the data that could be obtained. The data set that could contain the 

various information at the initial stage of the year and later it could able to change the academic pattern. 

This is performed by using the gradient boosting machine that provides the better outcome of the student 

performance.[3] 

 

E. Fernandes et.al., 2019 did their research on huge amount of data that is currently stored for the 

educational database that helps to collect all the information regarding thestudent performance. The major 

role that is played here is by using the data mining technique for the appropriate prediction grade of the 

students. This could be classified using decision tree that could able to advent the information that stored 

all the volume of data such as it may conquer the files, records, audio, video etc. All the information could 

able to extract the knowledge of the large repositories for making the better decision making..[4] 

 
 

R. S. Baker and K. Yacef, 2020 done their research using artificial neural network which is ore sophomore 

student that are enrolled for the engineering majors. The major factor is that they may able to influence the 

performance of the students that could be able to provide the outline of the student. This is done by using 

the various grade point for the best accuracy results that is provided by using ANN model that holds the 

better cumulative results. This is done by using the multilayer perception topology that is developed for 

data spanning with few generations that could able to provide the best accuracy on the prospective 

students.[5] 

 

R.M.deAlbuquerque et.al.,2020 their research based on the data mining that has many important roles 

where they able to predict the student academic status and also their prediction. The total number of higher 

education tends to get dropped due to the carrier of the students. This could also depend of the reputation of 

the institution that the student is going through their academic. In later they done the research on the 

student information that they could also able to retrieve the informationthat they contain using the web 

based application using the naive bayes algorithm.[6] 
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S. A. Naser et.al., 2021 did the research on the educational data mining technique that could be emerged 

using the new field that helps for the development of the statistical approaches.In this case one may able to 

explore the data in the educational field. For this process we may able to use the early prediction technique 

that is the EDM application for exploring the data using the educational context. In this paper they 

recognized the total number of information about the students then later the prediction is done by feature 

selection algorithm that could provide the high performance.[7] 

 
3. SYSTEM ANALYSIS: 

 

 EXISTING SYSTEM 

Data mining method is used for analyzing the data that are available in our educational institutions using 

EDM. The data mining could help the educational field to discover the knowledge using machine learning 

algorithms. There are few drawbacks that occurred in the previous research. They balanced them and 

detected the problem by comparing the gaps that occurred in the literature. 

DRAWBACKS 

 

 The information and discrimination are misused. 

 Data mining technique could affect the innocent people. 

 They could also collect the personal information such as passwords to steal money. 

 PROPOSED SYSTEM 

The major role and the importance of secondary school education is that the lack of interest in their 

education / learning sector. This could also engage the student in their own relevant fields before they 

move to the exam. Due to the changes in their performance that might result in the low grades. This need 

not be continued hence there is a need to predict the performance of the student to avoid failure. The paper 

used the machine learning algorithm for the better performance using the existing data set that might be 

relevant or irrelevant that depends upon the attributes that takes the time to process. Here we considered 

the high dependent variable that holds less processing time and also less memory resources. 

ADVANTAGES 

 

 This identifies the patterns and trends in current education sector. 

 Provides the better improvement continuously. 

The provided figure illustrates a block diagram that depicts the various components and their relationships in 

the system under consideration 
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Fig 1 Block diagram 

 
 

4. IMPLEMENTATION AND METHODOLOGY: 

 
 

 Random Forest 

 

The most widely and popular algorithm that is Random Forest which belongs to supervised machine 

learning technique. This is segregated into classification and regression techniques in machine learning for 

the better prediction. The major concept that is used here is the concept of ensemble learning which might 

able to merge the multiple combinations to solve the complex problem. Figure 2 describe the accuracy of 

the random forest algorithm. 

 

Accuracy is: 90.27 

Fig 2 - Accuracy of Random forest 
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 GB Tree 

 
The Gradient boosting tree that is this type of decision tree is used for combining the week learners to 

turn over them to strong learner. Each and every weak learner might be the individual decision tree. The 

trees that could be connected in the form of series and then it could be minimized by the previous tree 

errors. Hence therefore the boosting algorithm tends to be slow for learning but this provides the high 

accuracy. Figure 3 describe the accuracy of the GB Tree. 

 

Accuracy is: 87.3722 

Fig 3 – GB Tree 

 
 Decision Tree 

 

This type of machine learning that is Decision tree is used for building the questions that tends to be a 

partition of data that reach for the best solution. The most and common intuitive way is that using zero in 

the classification and label for an object. This might be upside down tree that holds the branches that could 

be named. This is later recognized immediately via using many features. That could able to decide the best 

accuracy. 
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Accuracy is: 86.24 

Fig 4 – Accuracy of Decision tree 

 

 

 k-Nearest Neighbor 

 
This type of algorithm tends to act as non-parametric, supervised machine learning algorithm that uses 

the proximity of classifications and also makes the predictions that too in the model of group that holds the 

individual data point. Here the data could be either classified by using regression problems that is used for 

assumption of similar data points that is at the nearest for another point. Later the problems are sorted out 

by using the voting system that could able to provide the data point that is used accurately. Figure 4 

describe the accuracy of the k-NN algorithm. 

 

 
Accuracy is: 80.672 

Fig 5 – Accuracy of k-NN 
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 Naïve Bayes 

 
The algorithm that is used to assume the occurrence of the major feature is to provide the independent 

occurrence of the other feature .In this type of algorithm, we may able to know the color difference, shape 

and also the taste of the various food that could be recognized as the accurate food. In the same method one 

may able to find the accurate data by means of identifying the best data that might depend on another data. 

This could be solved by using the text classification that include the high dimension with the data set which 

helps the most effective classification for quick predictions. Figure 6 describe the accuracy of the Naïve 

bayes 

 

 

 
 

 

Accuracy is: 79.83 

Fig 6 - The accuracy of naive bayes 

 

 
5. Performance Evaluation 

Out of all the classification methods available, random forests have been found to provide the highest accuracy.  

In addition, this technique can effectively handle large amounts of data with numerous variables, even if they 
number in the thousands. Another advantage of random forests is their ability to automatically balance data sets 

in instances where one class is more infrequent than other classes within the data. The figure 6 shows the 

accuracy graph. 

 

The following table presents the accuracy rates of various machine learning algorithms used for 

predicting academic performance of students. 
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Table 1: Performance Comparison 
 

 

Classifier Accuracy 

Purposed Model 

(Random Forest) 

 

90.74% 

GB Tree 87.37% 

Decision Tree 86.24% 

k-NN 83.06% 

Naïve Bayes 79.62% 

 

 

 

 

 

 

 

Fig 7 - Accuracy Graph 

 

 

4. CONCLUSION 

 

In the current scenario there are many improvements in numerous areas where we need to provide 

the led to the total number of collection about the data. In the current state there are many educational 

institutions that tends to gather more information about the students that can provide the major challenge 

for the institutions for analyzing and predicting the student’s performance. The data that are stored here is 

mined by using robust analytical method where that could able to discover the most meaningful and 

significant knowledge about the data. In some facts all the need to be balanced without any problem for 

providing the best resampling method for the different performance of the student. Hence therefore we 

have used the Rapid Minor Studio tool for providing the best accuracy that is by using random forest 

algorithm. 
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