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Abstract: 

From the survey it has been seen that upto 18% of woman all around the world of reproductive 

age suffer by a well-known reproductive endocrinopathies disease known as polycystic ovarian 

syndrome (PCOS). The earliest possible diagnosis and treatment of this condition has drawn 

research interest. Considering the serious imbalance of PCOS detection datasets will result in 

low classification performance and difficulty to detect the disease accurately and efficiently. In 

this study, the performance of two oversampling methods (SMOTE and ADASYN) is examined 

in conjunction with the RF classifier model in order to considerably increase the model's 

performance and evaluation metrics. The suggested PCOS prediction model's framework is made 

up of three distinct levels. The most important features are chosen in the first layer utilizing 

correlation and the principle component analysis (PCA) technique. The suggested model is 

trained in the second layer, and in the third layer, its performance is assessed in terms of 

classification accuracy (CA), precision, recall (sensitivity), Matthews' correlation coefficient 

(MCC), and area under the ROC curve (AUROC).The proposed RF+ADASYN algorithm clearly 

outperforms its counterparts and achieves a remarkable accuracy of  CA, F1 Score, Sensitivity, 

AUROC, MCC, Training time and Prediction time are 97.94, 93.02, 94.19, 92.89, 0.90825, 

0.7714, 0.139 sec and 0.005 sec respectively. The acquired simulation results demonstrate the 

excellence and efficacy of our suggested model. 
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1. Introduction  

A hormonal imbalance condition known as polycystic ovary disease (PCOD) or polycystic ovary 

syndrome (PCOS) affects women of reproductive age [1-2]. Based on the symptoms and by 

preventing long-term issues, early diagnosis and therapy can be used to control. A doctor can use 

ultrasonography to diagnose PCOS by counting the number and size of follicles in the ovaries 

[3]. However, this procedure requires a long time, good imaging quality, and great accuracy to 

identify PCOS. Examining biological variables like hormone levels is another method for 

detecting PCOS [4]. This study compares appropriate evaluation metrics for models of 

unbalanced data that have undergone pre-processing & over sampling using ADASYN [7–9] and 

SMOTE [2-6]. PCOS data sets that show varying levels of class inequality have been chosen. 

The random forest classifier, a canonical and widely used statistical learning model, will be used 

to categories the processed data sets. The following are the primary contributions of this work:  

i) Using the feature selection approach with SMOTE & ADASYN, identification of most crucial 

PCOS patient characteristics. 

(ii) Using Random Forest ML techniques to analyze the key characteristics of the PCOS dataset. 

(iii) Comparing the testing accuracy and recall of the three algorithms RF, RF-SMOTE, and RF-

ADASYN. The remainder of the essay is structured as follows. The literature assessment of prior 

work is introduced in Section 2 along with the data used in the paper. A theoretical underpinning 

of oversampling techniques, a dataset description, and the classifiers are described in Section 3. 

The procedure and the evaluation metrics are described in Section 4. Section 5 presents the 

findings of the present research, while Section 7 presents a conclusion. 

2. Literature Review: 

PCOS is detected and predicted using a variety of machine learning models [10]. The highest 

accuracy recorded by the best model, Random Forest, is 89.02% [11]. Datasets are resampled 

using a mix of SMOTE (Synthetic Minority Oversampling Techniques) & ENN (Edited Nearest 

Neighbor) [12] to provide an effective classification performance for PCOS. According to the 

experimental findings, the Extreme Gradient Boosting classifier outperformed all other 

classifiers for a 10 fold cross validation [13]. PCOS on ultrasound pictures can be classified 

using a system that uses feature extraction and Competitive Neural Networks (CNN) [14]. The 

proposed model's highest accuracy and testing time were 80.84% and 60.64 seconds 

respectively. Five distinct machine learning techniques were used to diagnose PCOS data [15]. 

The utmost accuracy that random forest may achieve, according to the result analysis, is 96%. 
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Navies Bayes and an artificial neural network technique are combined in a unique hybrid 

structure to predict the likelihood of PCOS [16]. Rapid Miner and Python were used in a 

comparison study, and it was discovered from the results analysis that Random Forest performed 

better than the other categorization when used with Rapid Miner [17]. For the PCOS dataset, 

four classification algorithms and five feature selection approaches were used to predict the 

disease [18–20]. 

3. Descriptions of Data 

The data sets and the elimination of observations and variables are explained in this section. The 

number of observations, number of variables, and level of class imbalance are all included in the 

description of the data sets. Single data sets with binary response variables make up the data. 

They were taken from the 541 records and 41 attributes of the UCI PCOS without Fertility 

dataset [1]. The minority class accounts for 32.90% of all observations in this data set. By 

applying the data cleaning and dimensioning technique the numbers of variables of PCOS 

dataset (without fertility) were shrunk from 41 to 12 variables. Table 1 summarizes the number 

of observations, number of variables & class imbalance ratio.  

Table 1. Description of the Dataset 

Dataset Description of 

the Response 

variable 

Number of 

observation  

Number of 

variables 

Class imbalance 

ratio 

PCOS without 

fertility  

Predicting the 

status of  PCOS 

541 12 32.90% 

 

3.1 Over-Sampling Techniques 

The theory underlying the over-sampling methods SMOTE and ADASYN is discussed in this 

subsection [21–23]. This involves concise explanations of their operation as well as knowledge 

of how they provide novel observations for the minority class. 

3.1.1 Synthetic Minority Over-sampling Technique  

Chawla [24] proposed SMOTE, which produces synthetic observations for the minority class. 

Synthetic observations are created between a particular minority class observation and its k-

nearest minority class neighbors for that observation. For each observation of a minority class, 

this process is followed. The k-nearest neighbor count for SMOTE is set to 5. Prior to the 



Comparative Study on Learning Based Oversampling Model for Prediction of PCOS  

Section A-Research paper 

5730 

Eur. Chem. Bull. 2023,12(10), 5727-5738 

 

method, the quantity of generated synthetic observations is specified, and it should reflect the 

level of imbalance [25]. 

3.1.2 Adaptive Synthetic sampling approach  

He et al. [26] put up the idea of ADASYN, which functions similarly to SMOTE in that it 

produces synthetic observations for the minority class. However, it is predicated on producing 

more synthetic data for observations for a particular model that are harder to learn than those that 

are easy to learn. A minority class observation and its k-nearest minority class neighbors are 

connected in a straight line by ADASYN, much like with SMOTE. The number of k-nearest 

neighbors is set to 5, just like SMOTE. But ADASYN produces more synthetic observations for 

minority class observations when there are more majority class observations in the region of the 

nearest neighbors [27]. On the other hand, no synthetic observations will be produced for a 

minority observation if there are no majority observations inside its k-nearest neighbor range. 

The justification for this is because learning from these observations is more difficult than from 

minority observations that are located far from the majority observations. 

3.2 Learning models 

3.2.1 Random Forest Classifier model 

The random forest classifier is based on classification trees that are decision trees used to predict 

qualitative responses [28-31]. According to decision trees are made by dividing the predictor 

space            into n distinct and no overlapping regions   ,….   . Then, the same prediction 

is made for every observation that falls into the region   , which in the classification setting is 

the majority group that occupies that specific region, which again can be regarded as Bayes 

classifier. The rule by which the predictor space is partitioned is called recursive binary splitting, 

in which the predictor space is split iteratively based on the highest reduction of some measure of 

classification error. More formally, consider the predictor   and the cut point s. Then recursive 

binary splitting is done by splitting the predictor space into the regions. In the classification 

setting one measure that is often used for splitting is the Gini index, which is defined as 

        
 

   
        

 
   

Here,      is the proportion of training observations in the m
th
 region that belong to the k

th
 class 

Applying decision trees in the learning setting will likely lead to over fitting the data. 

4 Proposed model 
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The numerous ML principles that are employed to address the aforementioned issues with the 

current PCOS prediction system were covered in the section prior. Pre-processing layer, 

dimensionality reduction layer, training layer, and performance evaluation layer make up the 

general architecture of our suggested prediction  model. In the subsections below, we discuss 

how these layers work. 

4.1 Dimensionality reduction layer 

The input variables affect how well a machine learning algorithm performs. The performance of 

machine learning algorithms suffers when there are more input variables. The output of ML 

algorithms that fit on data with a variety of input properties may be dramatically impacted by 

this. Using correlation, feature selection is used in this layer to eliminate unimportant 

characteristics. This can be done with the help of GA [32-34], PSO [35], FPA [34,35], PCA, [36-

38] and other bio-inspired algorithms. PCA is employed in this study to replicate the high-quality 

dataset. Due to this decrease in dataset dimension, over fitting problems are resolved by reducing 

the complexity of training. 

4.2 Training layer 

The DT-based prediction model is trained in this layer utilizing various splits of the training data 

set. The training dataset consists of several characteristics and their corresponding class labels. 

The gain ratio notion is used to preprocess a set of training data before the model training phase 

even begins. Each sample in a training set is an n-dimensional vector that contains the sample's 

feature values as well as the class to which it belongs. 

4.3 Performance evaluation layer 

This layer is employed to assess the model's efficacy. Various measures, including CA, accuracy, 

sensitivity, MCC, and AUROC, are used to assess the performance of the proposed prediction 

model on the PCOS dataset [28-30]. The structure of the suggested prediction model is shown in 

Figure 1. 

4.4 Evaluation metrics  

The methods and metrics employed to assess the model outputs are described in this section. The 

chosen assessment criteria take into account both a classifier's general classification performance 

and its ability to accurately categories minority data. 

4.5 Matthews correlation coefficient  

A metric used to assess the output of classification models, frequently in the binary classification 

situation, is the Matthews correlation coefficient (MCC) [39]. In a contingency table, such as the 
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confusion matrix, it is a method for determining the Pearson correlation coefficient between 

actual and predicted values. MCC should be preferred to the Fmeasure by all scientific 

communities when evaluating binary classification models [39–41]. The reason is that the MCC 

generates results that reflect the overall predictions made by a model, which is not the case for 

the F-measure. Although it is not as widely used as the F-measure, its usefulness has been shown 

in different scientific fields when it comes to evaluating predictive models. 

MCC = 
           

                                
                                                               (1) 

As the Pearson’s correlation coefficient ranges between (-1, +1). For misclassification value of 

MCC is -1 , for perfect classification it will be 1 &  coin tossing classification It is 0. The MCC 

will give an idea of the overall classification performance of the model. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Proposed model for PCOS prediction 

 

 

Start 

PCOS Dataset without Fertility  

Data Cleaning Technique 

Application SMOTE Oversampling 

method 

Random Forest Classification Model 

Application ADASYN Oversampling method 

 

Result Analysis  

Identification of Best Model 



Comparative Study on Learning Based Oversampling Model for Prediction of PCOS  

Section A-Research paper 

5733 

Eur. Chem. Bull. 2023,12(10), 5727-5738 

 

5 Results 

The findings of applying pre-processing techniques to the minority class proportions of the 

training sets are reported in this section. Additionally, utilizing a variety of pre-processing 

techniques and models for the various data sets, the sensitivity, F-measures, and MCCs are 

shown along with the confidence intervals. Table 2 displays the class imbalance for each data set 

with and without pre-processing, after implementing SMOTE, and ADASYN. 

Table 2. Description of the Dataset 

Name No Preprocessing  Using after SMOTE Using after ADASYN 

PCOS without 

fertility  

32.90 50.21% 50.71% 

 

Table 3 displays the sensitivity, F-measure, and MCC for each combination of pre-processing 

technique and classification model. We evaluated the suggested model for 80%–20% of the split 

test. The first component in this equation denotes the size of the training set, and the second 

component denotes the size of the testing set. The best five results are collected for each data set 

after the procedure is simulated ten times for each split. For training and testing, the three dataset 

types PCOD+RF, PCOD+SMOTE+RF, and PCOD+ ADASYN+RF are employed. 

The CA is a popular performance metric for PCOD research in ML. Due to the class imbalance 

in the diabetic dataset (like PCOD), CA alone is insufficient to assess the system's effectiveness. 

According to the related work, CA alone is insufficient for assessing efficiency. The three 

following simulation scenarios are run in order to evaluate and compare the proposed prediction 

model. the trained model is assessed using many measures, including CA, F1 Score, Sensitivity, 

MCC, and AUROC. The suggested prediction model's results are contrasted with those of other 

traditional, already-in-use methods in terms of CA, F1 Score, Sensitivity, MCC, and AUROC. 

Table 3. 80-20 Training testing result analysis using different pre-processing methods  

Method CA F1 Score Sensitivity  AUC MCC 

Random Forest (RF) 88.99 89 90.17 0.81521 0.5471 

Hybrid RF+SMOTE 97.11 92.96 92.56 0.89741 0.77256 

Hybrid RF+ADASYN 97.94 93.02 94.19 0.90825 0.7714 

 

Table 4. Training & Prediction time for the different model 
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Method RF  RF+MOTE RF+ADASYN 

Training Time (Sec) 0.139 0.061 0.063 

Prediction Time(sec) 0.009 0.005 0.005 

 

Table 5 Performance evaluation with other existing methods 

Source          CA Precision Sensitivity  AUC 

(Denny et al., 2019) 89.02 88.20 87.96 0.7851 

(Satish et al., 2020) 93.12 91.56 91.23 0.8324 

(Dutta et al.,2022) 97.11 93.85 93.79 0.8725 

Proposed Work  97.94 94.12 94.19 0.9082 

 

Following observations are noted in this simulation strategy with respect to accuracy. 

 The RF+ADASYN combination produces the best results. The results of the performance 

metrics CA, F1 Score, Sensitivity, AUROC, MCC, Training time, and Prediction time, 

respectively, are 97.94, 93.02, 94.19, 92.89, 0.90825, 0.7714, 0.139 sec, and 0.009 sec. 

 On RF+SMOTE, the second-best result is seen. The results of the performance metrics 

CA, F1 Score, Sensitivity, AUROC, MCC, Training time, and Prediction time are, 

respectively, 97.11, 92.96, 92.56, 0.899741, 0.77256, 0.061sec, and 0.005sec. 

 On RF , the third best result is obtained. The results of the performance metrics CA, F1 

Score, Sensitivity, AUROC, MCC, Training time, and Prediction time are, respectively, 

88.99, 89, 90.17, 0.81521, 0.5471, 0.063 sec & 0.005 sec respectively. 

 

5.1 Performance evaluation with existing systems 

The value of TP and TN here means that they have the most significant influence on the resulting 

accuracy. The TP and TN values of the ADASYN-RF method are higher than that of SMOTE-

RF[42] . The SMOTE-RF model in predicting the FN value also has more errors. The metrics 

like CA, accuracy, sensitivity, and AUROC of the suggested technique are compared with 

existing methods indicated in Table 5, the suggested model outperforms the other existing 

methods in terms of results. The RF+ADASYN data set shows the best results. 97.94, 94.12, 

94.119, and 0.9082, respectively, are the results of the performance metrics CA, precision, 

sensitivity, and AUROC that were taken into consideration. The outcome from RF+SMOTE 

shows the second-best result. The results of the performance metrics CA, precision, sensitivity, 
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and AUROC, which were taken into consideration, are 97.11, 93.85, 93.79, and 0.8725, 

respectively.  

 

6. Conclusion 

The results imply that there is no pre-processing technique that consistently enhances the 

sensitivity, F-measure, and MCC performance of all the models. In this study, a brand-new 

RF+ADASYN prediction model is put out for the categorization of PCOS that also takes into 

account the issues with data imbalance and  the curse of data dimensionality. Dealing with 

unbalanced data sets is challenging since most AI algorithms ignore the minority class, 

producing unreliable findings. In this regard, the proposed model makes use of correlation and 

PCA to extract important features while using ADASYN & SMOTE to oversample the minority 

class in its pre-processing step. The training and testing sets are created based on the results of 

feature selection. The suggested prediction model is trained using the training set, and its 

effectiveness is evaluated using the testing set. In terms of a number of measures, including CA, 

F1 Score, Sensitivity, AUROC, MCC, Training time, and Prediction time, the suggested model 

performs better than the existing models. The best results obtained by the suggested system are 

97.94, 93.02, 94.19, 92.89, 0.90825, 0.7714, 0.139 sec, and 0.009 sec, respectively, in terms of 

CA, F1 Score, Sensitivity, AUROC, MCC, Training time, and Prediction time. 

Future research can assess the proposed model's accuracy for automatic PCOS analysis and 

prediction. A fascinating area for future research could be to refine the rule sets of the suggested 

model. Furthermore, the implementation of various nature-inspired optimizations may be looked 

into in order to improve accuracy, decrease the size of the dataset, and minimize time 

complexity. 
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